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SREE SARASWATHI THYAGARAJA COLLEGE [AUTONOMOUS|, POLLACHI
B.Sc (AI&ML) Degree Programme PEQ, PO and PSO

PROGRAMME EDUCATIONAL OBJECTIVES (PEO)

Within a few years of obtaining B.Sc. degree in Artificia) Intelligence and Machine Learning,
the Graduate will be able to

PEOT1: Excel in professional career with [T and related industries or pursue higher education
and research by applying the knowledge of Artificial Intelligence and Machine
Learning

PEO2: Analyse the problem by applying the technical skills and implement industry
accepted solutions using technologies in Artificial intelligence and Machine learning

PEO3: Adapt themselves to organizational nceds by understanding  the dynamicaily
changing technologies.

PEO4: Work productively in supportive and leadership roles on multidisciplinary teams with

effective communication and team work skills with high regard to legal and cthical

responsibilities

PROGRAMME OUTCOMES (POS)

The Graduates at the completion of the programme will be abie to

PO1: Investigate the real time problems with professional and ethical responsibility as an
individual as well as in muitifaceted team with positive attitude

PO2: Embrace lifelong learning and up skilling independently to adapt and sustain‘ in

emerging technology era

PO3: Professionally handles complex concepts by adapting appropriate _resources and

e

modern tools
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PO4: Design, develop models and provide solutions to cater the needs and to develop the
skills to take up research and higher studies

POS: Inculcate skills to excel in the respective fields and in Teaching and Research.

PROGRAMME SPECIFIC OUTCOMES (PSOs)

At the completion of the programme, the Graduates will be able to

PSOI: Apply the computing knowledge gained during the course of the program with the
ability to apply diverse information to solve a real time problem.

PSO2: Apply the knowledge of ethical and management principles required to work in a
team with stewardship of the society.

PSO3: Able to apply the computing knowledge gained during the course of the programme
for analysis, critical thinking and finding optimal solutions

PSO4: Design and develop computer systems based on the domains of Artificial intelligence,
Machine Learning, Robotics, Expert systems.

PSOS: Evoive as globally competent professionals possessing leadership skills and domain
knowledge for developing innovative solutions in multi-disciplinary domains.

Mapping the POs with PEQ

POs/PEOs PEOI PEO2 PEO3 PEO4
POl S M M S
PO2 M S S M
' PO3 L M S M
PO4 S S M M
PO5 L M 5 S

§- Strong; L- Low; M-Medium
Mapping the PSOs with PEO

PSOs/PEQOs PEC1 PEQ?2
PSO1 M S
PSO2 S M
PSO3 M S
PSO4 M S
PSOS M S
S- Strong; L- Low; M-Medium
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Curriculum Framework with Choice Based Credit System (CBCS) and Syllabus for
Outcome Based Education (OBE) in Bachelor of Science ( Artificial Intelligence and
Machine Learning) degree programme for the students admitted from the academic year
2021 - 22 onwards

The Choice Based Credit System (CBCS) preserves the identity, autonomy and uniqueness of
Cvery programme and reinforce their efforts to be student centric in curriculum designing and
skill imparting.

Choice Based Credit System (CBCS): Choice based credit system (CBCS), provides a
learning platform wherein the student has the flexibility to choose their course from a list of
electives, core, allied, non-major courses, value-based courses, and skill-based courses. This is a
student-centric approach to learning or acquiring higher education. The curriculum with CBCS
aims to achieve and accomplish the students experience their choice of courses and credits for
their horizontal and vertical mobility

Outcome Based Education:

“Outcome-Based Education” (OBE) is considered as a student-centered instruction model! that
focuses on measuring student performance through outcomes. Outcomes include knowledge,
skills and attitudes. In the OBE model, the required knowledge and skill sets for a particular
degree is predetermined and the students are evaluated for all the required parameters

(Outcomes) during the course of the program.

Part-1: Languages: Part - ! comprises of category namely
Tamil/Hindi/Malayalam/French
Part - II: English: Part — 2 comprises of the category namely English

Part —III: Core Courses: A set of major papers that include Theory, Practical, Allied, Core
Electives, Project and Internship in the major field of study selected by the student. Core courses
are mandatory in pature.

Part — IV: Non - Major Electives {NME): A set of non — major elective courses are offered as
choices of the students, outside of their major discipline. The courses other than the core and
allied shall be opted by the students as Non — Major Elective.

Value Based Courses (VBC): Courses of cross-cutting issues relevant to the current pressing
conceras both nationally and internationally such as gender, environment and sustainability,
human values and professional ethics, development of creative and divergent competencies.
Skill Based Courses (SBC): The courses offered as skill - based cgu,_rses;mdg_r_ Part IV of the
programme is aimed at imparting Advanced Skill of the progrﬁ:r";{{’r-i‘e;! sz “domprises of four

courses from 3rd to 6th semesters. Massive Open Online Cour_éés"(' O ﬁ;i—/.{ucmrding;_ to the
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guidelines of UGC, the students are encouraged to avail this option of enriching by enrolling
themselves in the MOQC provided by various portals such as SWAYAM, NPTEL, Coursera,
etc. As per University Grants Commission (UGC) notification published in the gazette of India
about UGC (Credit Framework for Online Learning Courses through SWAYAM) Regulation,
2016 on 19th July 2016, The Massive Open Online Course (MOOC) through online portal is
compulsory. The institute is transferring the equivalent credit earned through SWAYAM on
receipt of MOOCs completion certificate and it shall incorporate these marks/credits in the
overall mark sheet of the student.

Part - V: Extension Activities: Students shall be actively participated in the extension activities
such as National Service Scheme (NSS), Youth Red Cross (YRC), Sports, and Red Ribbon Club
(RRC). The extension activities are must for each student to take part in at-least in any one of

these activities for the fulfilment of the degree.
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For BSc¢ (AI&ML) programme, a student must eamn 140 credits as mentioned in the below table.
B.Sc (AI&ML) 2021-2022

Summary of Courses Pattern and Credit Distribution in Choice Based Credit System

Part | Curriculum Structure No. of Courses Credits to be earn
1 Languages 2 6
I English 2 6
Core (Major) Courses 21 81
I Allied Courses 4 16
Core Electives i 15
Non-Major Electives (NME) 2 4
v Value Based Courses (VBQC) 2 )
Skill Based Courses (SBC) 4 8
v Extension Activities 1 Grade
Total 41 140
Extra Credit Courses :
Extra Credit Course — | (MQOC) 4
Exira Credit Course -2 (PROFESSIONAL ENGLISH) 2 8
GRANDTOTAL: 152




T E—

Scheme of Examination (Student admitted from 2021

~22 onwards)

TYPE | COURSE
PART OF NAME OF THE COURSE | HR CIA | EXT | TOT | CR
CODE
COURS
E
SEMESTER -
2ITAMILLO Language-I
Th T T -
I | Language-1 | *"<°™ | 2IMALILIg (TamilMalayalam/HindiFrene | 6 50 5o |00 | 3
ZIHINILID h)
2IFREILI0 '
I | English Theory 2ZIGENIGI0 Communicative English- | 6 50 50 100 3
Digital Fundamentals and
IT | Core 1 Theory 2IBCAGCA0 Computer Organization 4 50 50 100 4
Theory Problen: Solving And
Core 2 ZIBAMICI10 Programming In C 4 50 50 100 4
Core 3 Practical | 5 | BaM1C30 Programming In C Lab 3050 [s0 w0 |»
Allied1 Theory 2IBMAGAOO | Introduction To Linear Algebra | 5 50 50 100 4
Value 2
I'V | Based Theory I8DHE!VIO Environmental Studies 2 50 - 50
Course - |
Theory . o 4% 100* 4*
v | ece 21GEN1Z10 Prof(?ssxongl English for 50 50
physical sciences - |
30+ - - 650+ | 22+
Total for semester — 1 P 100% | 4%
SEMESTER - I]
ATAMIL20 | e
I Language- | Theory 2IMAL21.20 (TamilMalayalem/Hindi | 6 | 50 50 100 3
2 21HIN2L20 /French)
21FRE2L20 fene
I English | "% |5 GeNaige | Communicative 6 |s0 so 100 | 3
Theory Artifieial” * “Intelligence
[i1 Core 4 21BAM2CI0Q and_ ) ;'}yk _I_;ea!'__nir‘-tg 4 50 50 100 4
] Fu' d,_. ,---—a'I§‘ \."\. ’, A
Theory ' Object Oriented |
Core 5 2IBAM2C20 Programming Lowith ] 4 | 50 50 160 4
JAVA = s
N Practical F Object .‘mcmé.d '
Core 6 2ZIBAM2C30 _Progran%ing Lab - 3 50 50 100 2
Allied2 | Theory 2I1BMAGAPO | Optimization Techniques | 5 | 50 50 100 4
Value Theory Value Education and
v Based 18DHE2V20 Human Rights 2 50 0 50 2
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Course —
2
IV | ECC Theory 21GEN2Z10 | Professional English for 4* 50 50 100* 4%
Physical Sciences il
30 = s 650 | 22+44*
Total for Semester — I +4* +100
*
SEMESTER - 111
| Core? Theory | 21BAM3CI0 Advanced Database | 5 50 50 100 5
Management System
Core8 Theory ZIBAM3C20 Programming In Python 5 50 50 100 5
Core9 Theoty | 51pamscso | Machine Learning 5150 |so | 100 | s
Techniques
Corel0 Practical 21BAM3C40 Ilz::;)gramming In Python | 4 50 50 100 2
Allied3 Theory | 21BMAGAQI | Mathematics For| 5 |4 50 100 4
Machine Leaming
v SRBCI Practical | 20AM3S10 Computational 4 75 9
: : 30 45 2
Intelligence Lab
v NME]1 NME1 2 0 50 50 2
Total for Semester — 11T | 30 17¢ 455 625 25
SEMESTER -1V
111 Corei } Theory ZIBAMACIO R-Programming 5 50 50 100 5
Corciz | TR | 5ipamaca | Advanced Pl s tso Iso | | s
Structures
Corel3 Theory Z1BAM4C30 Decp Learning 5 50 50 106 5
Corel4 Practical 21BAMA4C40 R-Programming Lab 4 |50 50 100 2
Theory Discrete Structures and
v SBC2 Theory 20BAMA4SI0 Soft Computing 4 |30 45 75 2
v NME2 NME2 2 0 50 50 2
Total for Semester
! Semester | 30 | 165 | 460 | 625 | 25
—1V
EMESTER V
IH Corel5 Theory 21BAMS5CI0 Natural _Language 6 |50 50 100 5
Processing
Corel6 Practical 21BAMSC20 Natural'Language 6130 50 100 4
Processing Lab e N
e NSO ST
Corel7 | Theory | 2IBAMSC30 | Cloud Computing,” | %1 "B 1% FR [ 00 | 4
SR B0 - 1% )
Corel§ Project 21BAMSC40 Project Work I,féb. N rd = \\ 00y| 100 2
Electivel | Theory Elective -1 f/ 2+/ 5 150 =1 100 5
i ] thi :} il 2! ‘, }




v SBC3 Practical 20BAM3S10 Cloud Computing Lab 4 130 45 75 2
v 18ETN5x10 Extension Activities - Grade
Total for Semester — V 30 145 430 575 22
SEMESTER VI

1 Core!9 Theory 2IBAMGCIO Data Visualization 6 |50 50 100 5
Core20 Practical 2IBAMGC20 Data Visualization {ab 6 | 50 50 100 4

Core21 Theory 2IBAM6C30 Internet of Things 4 |50 50 100 3

Elective2 | Theory Core Elective - 1] 5 50 50 100 5

Elective3 | Theory Core Elective = I 5 |50 50 100 5

v SBC4 Practical 20BAMG6S10 Internet of Things Lab 4 |30 45 75 2
Total for Semester — VI | 39 170 405 5758 24
L Grand Total 180 3700 | 150

o




Students from B.Se¢ (AI&ML) to choose any one of the course from the following list of

Languages courses offered:

List of Part — 1 Language Courses

S.No. | Semester :;)ylf)rese ] Course Code Course Name
1 1 Theory | 21TAMIL10 | Tamil -1
2 I Theory 21HINIL10 | Hindi -1
3 I Theory 2IMALILIO | Malayalam — I
4 I Theory 21FREIL10 | French -1
5 1I Theory 21TAM2L20 | Tamil - lI
6 Il Theory 21HIN2L20 | Hindi-1I
7 I Theory 2IMAL2L20 | Malayalam - 11
8 n Theory 21FRE2L20 | French —T11
List of Allied Courses (CBCS)
S.No. | Semester Type of Course Code | Course Name
course
Allied -1
1 I Theory | 2IBMAGAOO | Introduction To Linear Algebra
Allied —IT
I i Theory | 2IBMAGAPO [ Optimization Techniques
Allied - III
1] m | Theory [21BMAGAQI | Mathematics For Machine Learning
Allied — IV
1 ’ v [ Theory ’ 2IBMAGANO , Discrete Structures and its applications

List of Value Based Courses

Type Course
8.No. | Semester of Course Name
Code
course
| I Theory | 18DHEIVI10 | Environmental Studies
2 1l Theory | 18DHE2V20 | Value Education and Human Rights

List of Non — Major Electives (NME) offered

S. Type of Course Offerin
No. Semester cig rse Code Course Name Departmegnt
i II Theory | 21TAM3NI10 Basic Tamil — 1
2 I Theory | 2ITAM3N20 | Advanced Tamil — 1 Tamil
3 v Theory | 21TAMAN30 | Basic Tamil I1
4 v Theory | 21TAM4N40 | Advanced Tamil I
11 Theo Basic English for Gofipetiiive~as.
5 y 21BEN3NI0 Examinatgions ?/an;n R_E_A_if m;, :‘Q::} English
6 % Theory | 2IBEN4N20 | Basic Englig}{@f’f}@mw:b;fo N
1 f=7 7% 5=
0 "o U
I S
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I Examinations 11
7 I Theory | 2IBMA3NI0 | Numerical Ability-I Math .
8 | IV | Theory |21BMA4N20 | Numerical Ability 1] athematics
9 I11 Theory | 21BPH3NI10Q Physics of Sports Physi
01 v Theory | 21BPH4N20 | Physics of Music ysws
11 48] Theory | 21BCH3NI10 Chemistry for everyday life -1 _
. - Chemistry
12 v Theory | 21BCH4N20 Chemistry for everyday life -2
13 I Theory | 2IBSY3N10 Psychology Life Skills-I Psvchol
141 1v Theory | 21BSY4N20 | Psychology Life Skills-II sychology
15 III Theory | 21BCM3N10 | Practical Banking
- Commerce
16 v Theory | 21BCM4N20 Capital Market
19 III Theory | 21BBA3N10 | Customer Relationship Management M .
20 A% Theory | 2IBBA4NI0 { Rural Marketing aflagemen
21 11 Practical 21BCS3NIO Eigla(l: Communications and Slide Computer
22 v Practical | 21BCS4N20 | Web Design for Non-Designers ———
23 I Theory | 21BFS3NI10 | Risk & Threat Management DCFS
24 v Theory 21BFS4N20 | Forensics Auditing
List of Core Elective Courses {CBCS)
S.No. | Semester NG Type of Course Code | Course Name
course
Electives of B.Sc (CS)
| v [ Theory 21BCSSEAO Object Oriented System
Development
2 \Y% I Theory 21BCSSEBO | Mobile computing and WAP
I Theory Software Testing and Software
3 A CHESESEL Quality Assurance
4 VI I Theory 21BCS6EBQ | Network Protocols
5 VI m Theory 21BCS6ECO | Software Project Management
6 \ 11 Theory 21BCS6EDO " | Network Security
Electives of BCA - S, :
] A I Theory 21BCASERS: NE- Commierce and M-Commerce
2 VI 1 Theory 2IBCAGEAO™ | Business Intelligence
3 VI Il Theory 2IBCAGEBO | Ciond Computing

e\-w\



Electives of B.Sc. (AI&ML)

1 A | Theory 2IBAMSEAOQ | Robotics &its applications
9 VI It Theory 21BAM6EAQ | Mobile application development
3 VI I Theory 21BAMG6EBO | Embedded Systems
Electives of B.Sc. (DSA)
) \'% I Theory 21BDASEAQ | Social Media Analytics
2 VI II Theory 21BDAGEAQ | Web Analytics
3 Vi [11 Theory 21BDAGEBO | Information Retrieval
List of Skill Based Courses
S.No. | Semester Type of course gz::se Course Name
2 111 Practical 20BAM3S10 Computational intelligence lab
2 IV Theory 20BAMASIO0 | gop computing
3 Vv Practical 20BAMSSI0 | croud Computing Lab
4 VI Practical 20BAM6S10 | Internet of Things Lab

3




List of Core Courses:

S.No. | Semester | Core D0 Course Code Course Name
course

1 1 Core 1 Theory | 21BCAGCAO Dlglta! andamentals and Computer
Organization

p I Core 2 Theory 2IBAMICI0 i’nrtg)lcm Solving And Programming

3 I Core 3 Practical | 2IBAMIC30 | Programming In C Lab

4 Ii Core 4 Theory 21BAM2C10 Al‘tlﬁ(.:lal Intelligence and Machine
Leaming Fundamentals

5 I Core 5 Theory 21BAM2C20 Object Oriented Programming with
JAVA

6 I Core 6 | Practical | 2IBAM2C30 | Opject Oriented Programming Lab

7 I CoreT Theory |[21BAM3C10 | Advanced Database Management
System

8 111 Core® Theory | 21BAM3C20 Programming In Python

9 I Core9 Theory | 21BAM3C30 | Machine Leamning Techniques

0 {1 Corel0 | Practical | 21BAM3C40 Programming In Python Lab- I

11 v Corel 1 Theory | 21BAMA4CI10 R-Programming

12 v Corel2 Theory | 21IBAM4C20 | Advanced Data Structures

13 v Corel3 Theory | 21BAMA4C30 | Deep Learning

14 v Corel4 | Practical | 21BAM4C40 R-Programming Programming Lab—

15 \% Corel5S Theory | 2IBAMSCI0 | Natural Language Processing

16 \ Corel6é | Practical | 21BAMS5C20 | Natural Language Processing - Lab

17 \Y Corel7 Theory | 2IBAMSC30 | Cloud Computing

18 \% Corel8 Project | 21BAMS5C40 Project Work Lab

19 Vi Corel9 Theory | 21BAM6CI10 | Data Visualization

20 Vi1 Core20 | Practical | 2IBAM6C20 | Data Visualization Lab

21 VI Core21 Theory | 21BAM6C30 | Internet of Things

//1'/ Bps (




SEMESTER - |

Course Course Lecture Tutorial Practicai .
Code Name Category (L) (T) (P) Credit
) Part | Tamil
21TAM1IL10Q Tamil Paper | 80 - - 3

Preamble: s10p @evsdwssso = sien CByQssRmD, Bepsreo FUoBIENFYSB6N, GuomBimant

SwenbBeny  wremeirsst  asflalst  eflemrigd: Qansiignd  sumsuisd (e U(HeuSHEHIEST60

umnLmisst  Gsflisy  Qeunuliu Gesnen. Betienmi Blevsa)wikisen HOW UL LUgDILIGNS S 6T

BLAwmresLs OUTRIBEL BnTHeT,  SgsHib, sellens, Fpsms ueLLugberar  uwibdsmenuwn

SOPLIUTLID anpiiGEng.

Prerequisite:
¢ Giaflensotiusitad (pigu SLDABHUL UGSS CHTEGSHS ST Cunsalsh
UTL S LD SHDHSULL (Bsisng).
* wrallL wliysemen 2 e susmawigub, Gur g &8s Teysamen
agltsnsiend BHeneoulgud ‘P’ - ugd - 1 owmwabsiud Gsieng.

e Uempuleaii Gue, siups SIS WPwBdsel uuind srOuang.

Course Outcomes (COs)

On successful completion of this course the students will be able to:

Blooms
. Taxonomy
CO Number | Course Outcome (CO) Statement Knowledge
Level
@bmne0  BvbSmmeNen  LLsT&SmenT SfellEseden  QeualtiunLis
CO1 sallenglt UfionemRIGsT, UL L6 GHSS DigLLDILE GFuRssmen K1
2_6mlithg  CEnsien e,
co2 sulpiaalel URIUTCEE snmusamenub Uesismemflemwuwd GeuefliLGsan K2
llpITes fpsamsssi, ydamb FbS SHHEIGMNT  LiflLIseus:SH60.
cos Bl (panpulsd siflenipis lemipulsins LS 2_FOYHe0, Sellens, HigHid, K3
BMS UNHID BMEDOGHII _6U6TF & Sa0.
Mapping the Programme Outcomes
COs/POs | PO1 | PO2 | PO3 | PO4 | PO5 | PSOI PSO2 | PSO3 | PS04 | PSO5
COl1 S S M S S
CO2 S S M S S
CO3 S S S M S

S- Strong; L- Low; M-Medium

e-

Unit | Course contents / IEQtéreE Ragources/
72 %) T P e-Centent
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o0 1 seflenssei

LIFF Shmir QuriBuwir GlowsBuur BIBUgGey
BLUnGICey

Uy &l a et DT GHTL_ 6168t LOGRTLTett SMEmTyD
SHEMLDLOF RIS ETT

BIwSEsD  Hellehit

SR CIR - gwih @svemen OH1Wieumb

SUTERNET & 65 DTN — HEIG BRIGnw el
&G 8501 1T & 631 SHHVILTLED - UTWwHeusH BWHSeS bz
B SALOFTE T RSP &TOUD - Sublor BoL Heeen
Gussn Ceusllésy QasfBu Esvemey - MG Y
PsueriBi
o— p - : - : YouTube
I SIUGIY T @EHmss gwldygend - OsMpaGsrsi 15 Videos &
i Qusogdind S EHT AT - WDYFFL I PPT
&Sh1% 0y & @ men
@smbLismm SITISUPL STV - DISOEIDLISBEILD
eflgpuwisv_&id SBUS TEAUIRIEST - T HSLILITL gyith
SHEOLIEIT UBSHH0 DIBsH  HBbATD P2 PuH
i)
MBEIn  BellenSHen SbHE Csmen — SI&LIQ. TTER G DT
silB(pednCuBsusHiLTD - F@. BONDOmEHE T
USIFee®y — Campsi
WwEh&en YA ~ Ligiensy SUONPOBEhF6H
FULIGHAT e — Lol &R (Lp LD
S Il Apsensss
HasmUnd &6 FRGSHEoHeualar Siow
& spafland L Hmen euemstuso
I BU.IIT. Camsni6i® 15 PRT
Qw1 I &6 QG GHmEE6i
Ly ugha e Siwunellsi Gsuadig
| HiesBamy gripFmA S shEIL
| SN BHEUGHT BYHGN
HIOWUHS UEhEMUGE)
| sisog I ysembd Fe0& 68 SHENOFLD 10 PPT
oi0@ IV Beodau sursorgy e
W I ssllns  GevsdwsAss Bamimupd QueTT & Al b P \; aye P (,.‘ “\\\ PPT
2. dpsmsier CEMHHED  sweniFAD 20 edb NG N
5 : 3 5 o h AN’ v / N ~\
3. yslengden  Gommbmpi BUBTIITE Hlu1b ,/ A 7 - - N
- N AN Y A VR
SiI0@ V Bevssamid /’ g VoY
LiBd oefssed - Cumisdue suenisse i T AV AT I B
I b DIOBEET GBUGD Gemipms L S
2. ewsvedemd WG, sT EImiwen Woa oy \N{E /YouTube
v 3. OwsdQevsdE 1BGD S iiser \f;\ ERN %0 _ |7 Vigeosa
4. ansSunssilsd gHUBD Nenpsei “ \\\; M) o PPT
5. Bevassems @ity il | "
6. shwren Gerthaenend &I 15550 SN
SUINE SHPHIGED, SIS, eNHIaRILID SUEHT 0. G s
Total 60




Text Book(s): UL [KIsbE6H
l. &alens, Fpsanss Hyl@ - sfipsmHenn Geusilul,
v sgedeud Swnsgregr ssdgunil,
2021 ggram UG,

2. usigps Cpradsd S Geosdw auIeorm - (ol &1 asGsoust,
Capeusht uBlusid,
16,43, Fwmps, HmeurenansBarsis,
Swedgniuens® - 620 005
usien@FemiLmd ugiy - 2017.

3. s Bevésdw suysomg - (P, SUIHITFEH
Fn@Hw oErfl Cewefulf, LgIgYs0s0.
WwEUALL - 2012.

Reference Book(s): unmitemsy  HrebaEei

1.Gariglsr aumbbens - 8. QITRNTSHSTERIL &1
wemenILL enrLl i iTerd,
67 - ULLiferd anensy,
GrmulBui_enL, QFsiansn -14.
W0 udHoy — 2003

2.8psmzuis Gsnhmeph susnitdduw - Sl Heums &bEHFb,
&Sfwr ugliusib,
L Fdirenea,
(&0 ugluy - 1989,

3plifiso Apesns Unsdng - &l.a.0F 06000,
BI0FGHUE USUUSLD,
BTSTEST6NE0,
USIIL-2007
4. pWfst sauflard e, Gus, - BesONCIT  (pememeuit B Quifwswremmss
HIG! WHBOD UHILSID

9 a1 Buslsieosi Srsomh
BRGNS HeOT, Coaienem — 61.

ugdlinyg -2006.
550D Breush EITBIAIE suFeurpID - ATEREL: S &igr;g,rmrrg@ : sn Q’) &HSBTID
susnirg £ Sflsromeu @so,

Sligh&F60 G\uL,ju;

unirés  Leyeiy’ |
REaiienan- 600 603

Focus of Course: Basmen  Geudaunises 6‘[]60‘)5?6“0&60)611 m@w&&n&.@w el HHEH60
UTL S LD iempsbasULLBsitene. Lenpufteniii Guef, @Qggu uujgbél a:;pralaal_!u@éﬂ;g@ SYPHLD,

I f

&WH, Helews FIPHISESGL UWHUBLD cusmneuisd uujfg;eﬁ Q‘)UL@‘L PRI

AL

Course Designer: Dr. K.Ramganesh, <x% R \\.
Assistant Professor, Dept. of Tamil, STC < tomsst2— BoS Chaan‘nan’/ e oS |
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SEMESTER -1
HINDI PAPER - 1

Course Code:21HIN1LT1
(Prose, Non-detailed, Grammar & Translation, Comprehension)

1. PROSE: NUTHAN GADYA SANGRAH
Editor: Jayaprakash (Prescribed Lessons — only 6)
Lesson | — Bharathiya Sanskurthi
Lesson 3 — Razia
l.esson 4 — Makreal
Lesson 5 — Bahtha Pani Nirmala.
Lesson 6 ~ Rashtrapitha Mahathma Gandhi
Lesson 9 — Ninda Ras.

Publisher :  Sumitra Prakashan Sumitravas,
16/4, Hastings Road,
Allahabad - 211 001.

2. NON DETAILED TEXT : KAHANI KUNJ
Editor : Dr. V.P. Amithab. (Stories 1-6 only)

Publisher : Govind Prakashan Sadhar Bagaar,
Mathura, Uttar Pradesh — 281 001.

3. GRAMMAR : SHABDHA VICHAR ONLY
(NOUN, PRONOUN, ADJECTIVE, VERB, TENSE, CASE ENDINGS)
Theoretical & Applied.
Book for Reference : Vyakaran Pradeep by Ramdev

Publisher : Hindi Bhavan, 36, Tagore Town Allahabad — 211 002.

4. TRANSLATION : English — Hindi only.
ANUVADH ABHYAS —III (I-15 lessons only)
Publisher : DAKSHIN BHARAT HINDI PRACHAR SABHA CHENNAI — 17.

5.COMPREHENSION : 1 Passage from ANUVADH ABHYAW
DAKSHIN BHARATH HINDI PRACHAR SABHA CHE o \'lt-' oy
Y]

<L

SEMESTER -1 /'~

MALAYALAM PAPER~1 1L 7071
Course Code: 2IMALILT1 2N Gfr

Prose, Composition & Translation i g e
This paper will have the following five units: By RO



Unit I & IT Novel

Unit INT & TV Short story

Unit V Composition & Translation
Text books prescribed:
Unit I & II - Pathummayude Aadu - Vaikam Muhammed Basheerr (D.C.Books, Kottayam,
Kerala)

Unit [T & TV - Ente Priyappeta Kadhakal — Akbar Kakkattil) (D.C. Books, Kottayam, Kerala)

Unit V - Expansion of ideas, General Eassay and Translation. (A simple passage from English
about 100 works to Malayalam)

Reference Books:
l. Malayala Novel Sahithya Charitram-K.M.Tharakan (N.B.S.Kottayam)
2. Cherukatha Innale Innu-M.Achuyuthan (D.C Books, Kottayam)
3. Sahithya Charitram Prasthanangalilude- Dr.K.M George, (D.C.Books Kottayam)
4. Malayala Sahithya vimarsam-Sukumar Azhee kode (D.C.books)
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Authors : Régine Mérieux Yves Loiseau

Available at : Goyal Publishers Pvt Ltd 86, University Block
Jawahar Nagar (Kamla Nagar) New Delhi — 110007

Tel: 011 — 23852986 / 9650597000

SEMESTER - I
Course Course Name Category | Lecture| Tutorial Practical Credit
Code (L) (T) P
21GENILI10 {Communicative English-| Language (70 5 - 3
I

Preamble: This course aims to provide a better understanding on the various aspects of communicative
skills through a keen focus on LSRW,

Prerequisite: Basic knowledge in Communicative English and Skills

Unit

Course Contents

Hours

1. Listening and Speaking a. Listening and responding to complaints (formal
situation) b. Listening to problems and offering solutions (informal)

2. Reading and writing a. Reading aloud (brief motivational anecdotes) b.
Writing a paragraph on a proverbial expression/motivational idea.

3. Word Power/Vocabulary a. Synonyms & Antonyms

4. Grammir in Context e Ad)mﬁs Prepositions .,

H

1. Llstemng and Speakmg,t Bistcn g to fam@u.s §R¢eche5 and poems b.
Making short speeches- E fm;? ot s:pgecﬁ‘a\rié vo@e of thanks. Informal
occasions- Farewell p g?qcfua Speech k "'

2. Reading and Wrml?z 2. Writing opinion pigces gcould be on travel, food,
film / book reviews or ¢h‘any contemp&t’ary tgp g poetry b 1.
Reading aloud: (Intonal‘.ron and Voice Modulatlon) bfn Iﬁl;tnfymg and using
figures of speech - swml\e; riietaphor, persogifi tlop’eté

3. Word Power : a. llel‘hS & Phease / & ,,//

4. Grammar in Context; C()njunctl nt@c_)ég%

15

i

1. Listening and Speaking a. I‘%ihgzt@ Ted 12t b, Making short»
presentations - Formal presentation Wittt PP, analytical presentation of graphs
and 3 reports of multiple kinds c. Interactions during and after the presentations
2. Reading and writing a. Writing emails of complaint b. Reading aloud
famous speeches

3. Word Power a. One Word Substitution 4. Grammar in Context: Sentence

Patterns




I. Listening and Speaking a. Participating in a meeting: face to face and online
b. Listening with courtesy and adding ideas and giving opinions during the
meeting and making concluding remarks,

v 2. Reading and Writing a. Reading visual texts — advertisements b. Preparing
first drafts of short assignments

3. Word Power a. Denotation and Connotation

A. Grammar in Context: Sentence Types

I Listening and Speaking a. Informal interview for feature writing b.
Listening and responding to questions at a formal interview

v 2. Reading and Writing a. Writing letters of application b. Readers’ Theatre
Script Reading) ¢. Dramatizing everyday situations/social issues through skits.
(writing scripts and performing)

3. Word Power a. Collocation

4. Grammar in Context: Working With Clauses

Total

75

Text Book:
Communicative English Text Book

Reference Book(s):

a. Books by Penny Ur

b. The Oxford English-English-Tamil dictionary (for pronunciation)

c. hitps:/fwww.esolcourses.com/

d. For Readers’ Theatre:

hitps://www.youtube.com/watch?v=JaLQJt8orSwé&t=469s (the link to the
erformance; refer scripts by Aaron Shepherd)

Focus of the Course: Skill Development

Course Designer
TRANSCE BoS Chairman

Course Outcomes (COs)

On successful completion of this course the students will be able to:

CO Number Course Outcome (CO) Statement Blooms Taxonomy

Knowledge Level

CO! Gain mastery in LSRW Skills

CO2 Understand the fundamentals of grammar
CO3 Apply LSRW skills and practice it

Co4 Comprehend the nuances of English Language

COs/POs | PO1 | POZ | PO3 PSO2 | PSO3 | PSO4 | PSO3
Co1 M S S M S S 3 M
coz M | S | 85 | ™ HE M S L M
Co3 M | s I G ¥ M s S S
cod "M s | s foMofone M | s | s M

S — Strong; L - Low; M - Medium ™. .. . o2




SEMESTER -1

Course Lecture | Tutorial| Practical .
Code Type Course Name [Category (L) (T) (P) Credit
Digital
21BCAGCA0 Core1 | Fundamentals J oo 1 45 5 : 4

and Computer
Organization

Preamble : To make the students to understand the basic concepts of number theory, Boolean algebra,
combinational and sequential circuits and to acquire the knowledge on the principles of computer
organization

Prerequisite: Knowledge in Number Systems and Fundamental Electronics

Syllabus:

Unit Course Contents Hours

Binary Systems: Digital Computers and Digital Systems — Binary Numbers —
Number Base Conversion — Octal and Hexadecimal Numbers — Complements: 1’s
I Complements and 2’s Complements. 9’s Complements and 10’s Complements. 13
Boolean algebra and Logic Gates: Boolean Function — Canonical and Standard
Forms: Minterms — Maxterms~ Digital Logic Gates.

Simplification of Boolean Functions: The Map Method — Two Variables Maps -
Three Variables Maps — Four Variables Maps — Product of Sums Simplification -
Don’t Care Conditions, Combinational Logic: Introduction — Design Procedure -
Adders-Full Adder-Half Adder.

Combinational Logic with MSI and LSL— Decoders — Encoders — Muiltipiexers-
|11 Demultiplexcr. Scquential Logic: Introduction — Flip Flops — Basic Flip Flop L,
Circuit — D Flip Flop ~ JK Flip Flop - T Flip Flop.

Central Processing Unit: Introduction — General Register Organization —
Instruction Formats. Input and Output Organization: Peripheral Device ~ ASCII
v Alpha Numeric Characters — Input and Output Interface — /O Bus and Interface 9
Modules — VO versus Memory Bus — Isolated versus Memory Mapped /O -
Modes of transfer.

Memory Organization: Memory Hierarchy — Main Memory - RAM and ROM
A" Chips — Memory Address Map —-Memory Connection to CPU - Auxiliary 9

| 10

Memory — Magrnetic Disks — Maggetig Tape 4 Cachic Memory.
KX T S0 T -

XN foere Total | 50
Text Book :

1.M.Morris Mano - “Digital Logic & Computer Design”, Prentice Hall of India Pvt. Ltd., New Delhi,
2013. (UNIT 1, I, ).
2. M.Morris Mano - “Computer System Architecture”, Prentice Hall of India Pvt. Ltd., New Delhi,
Third Edition, 2013. (UNIT 1V, V), Ca,ymjﬁ( s
Reference Book : e {
1. Donald P.Leach, Albert Paul Malvino, GoutamSaha, “Digital Principles &t Applications™, Tata
McGraw Hill, Six Edition, 2008. B -
2. R.P. Jain, “Modern Digital Electronics”, Tata McGraw Hill, Fourth Edition, 2012.
3. Poornachandra.§, “Digital Computer Fundamentals”, Tata McGraw Hill, First Edition, 2009.
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William Stallings,”Computer Organization and Architecture”, Pearson Education, Eighth
Edition, 2010.

Focus of Course :- Employability

e-Resources/e-Content URL :
1. You Tube: https://www.allaboutcircuits.com/video-lecrures/jk-ﬂip-ﬂop
2. You Tube: https://www.coursera.orfz/leam/introduction-embedded-svstems/lecrurefo9oL’I-

introduction-to-memog—organization

Course Designer: BOS - Chairman
Ms. C.Akila Ms.D.Geetha
HOD Dept of IT HOD Dept of BCA
Blooms
CO Number Course Outcome (CO) Statement Taxonomy
Knowledge Level
col Define number systems with digital circuits and basic computer K1
organization
cOo2 Outline the map method for circuit design. K2
Co3 Summa'rles ' th‘_a digital components — Combinational and K2
sequential circuits.
Make use of the concept of Boolean Algebra, Circuits, Processors
Co4 K3
and Memory Management

Mapping with Programme Outcomes and Programme Specific Qutcomes:

COs/POs PO1 PO2 PO3 | PO4 | POS PSO1[PSO2|PSO3|PSO4 |PSO5
CO1 L 5 M M M M L M M M
CO2 L L M M M M L M M M
CO3 L M M M M M M S M M
CO4 L M S M S S M S M S

S = Strong; L — Low; M~ Medium
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SEMESTER -1

Course Tvpe Lecture | Tutorial| PracticalCred
Code YP Course Name  |Category @) (T) P) it

Problem Solving and | Applicati

21BAMICI0 Core-2 .
Programming In C on

45 5 - 4

Preamble: This course provides the student with strong foundation on programming concepts
and its application.

Prerequisite: Mathematical and logical skiils.

Syllabus:

Unit Course contents Hours

Introduction — The Problem-Solving aspect — Top-down Design —
I Implementation of Algorithms — Program Verification — Efficiency 09
of Algorithms — Analysis of Algorithms

Exchanging the values — Counting — Factorial Computation — SINE
Il computation — Base Conversion - Factoring Methods — Array 0%
Techniques

Overview of C — Constants, Variables and Data Types — Operators
and Expressions — Managing Input/Output Operations — Formatted
/O — Decision Making — Branching — IF, Nested IF — Switch —
goto — Looping- While, do, for statements.

11 11

Arrays — dynamic and multi-dimensional arrays — Character arrays
and Strings — String handling Functions — User defined Functions —
Categories of Functions — Recursion — Structures and Unions —
Array of Structures — Structures and Functions

v 11

Pointers: Introduction — Features of Pointers — Pointer Declaration —
Array of Pointers ~ Pointers to Pointers — File Management —
Introduction — Strcams & File Types — Steps for File Operations — {0
File /O - Structures Read & Write in C- Other File Functions —
Command Line Arguments Environment Variables — IO
Redirection — Dynamic memory allocation.

Total 50

Text Book(s):
I. R.G.Dromey “How to Solve it by Computer «, PHI , 1998 e i
2. Ashok N.Kamthane, Amit Ashok Kamthane, “Programming in ‘C’_’., P arson India Education
Services Pvt, Ltd, Third Edition, 2019. & 1{\.‘ g AR

Reference book(s): N AwE o

1. YaeshwantKanitkar, “Let Us C”, BPB publications, New Delhi, 16" Edition, 2018,

2. E. Balagurusamy, “Programming in ANSI C”, TMH Publishirg Pvt., Ltd:, 6" Edition, 2013.
3. Byron S. Gottfried, “Programming with C’, TMH Publishing Pvt., Ltd., 3" Edition, 2013.

4. Paul Deitel, Harvey Deitel *, C How to Program”, Pearson India Edu&%ﬁ] Services Pvt, Ltd,

6" Edition, 2010. .
——

Focus of Course: Employability

e-Resource/e-Content URL:
1. _hitps://nptel.ac.in/courses/ 106104128/
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2. https://www.udemy.conﬂc-programming-for—beginners

Course Designer:

Dept of CS

Ms.D.Geetha
HoD - CS

Lot
Mr. M. Premkumar
Gt

Course Outcomes (COs)
On successful completion of this course the students will be able to:
CO Blooms Taxonomy
Course Outcome (CO) Statement
Number (€O) Knowledge Level
Understand the concept of algorithms and its
COl . . K1
implementation
CO?2 Define the structure and fundamental concept of C K2
programming and demonstrate various control statements
Co3 anstruct program using arrays, functions, structures and K3
union.
CO4 lmpl'eme.:nt pointer and file operations for any given K3
application.

Mapping with Programme Qutcomes and Programme Specific Qutcomes:

COs/ PQOs PO PO2 PO3 | PO4 | PO5 PSO1|PSO2|PSO3|PSO4| PSOS
CO1 - L M M S M M L S M M
CO2 L M M M M M L M M M
CO3 M M M S M S M S M M
CO4 M M S M M S M S M M

S—Strong: L — Low; M - Medium
T
g pEeE A tele, _"\‘-‘x
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R .‘_/ 67“7‘}‘_ \\\. :r_,-.. \'t':li
. " r_.- | = l'». f_ l‘l'||
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SEMESTER -1

Type : :
Course code Lecture | Tutorial Practical .
Code Course Name Category (L) (™ (P) Credit]
Programming In C .
2IBAMIC30 Core 3 Lab Practical - 5 30 2

Preamble: Students will be able to apply logic which helps to develop programs, applications in C.

Eerequisite: Basic programming skills and logical thinking.

Syllabus:
Unit Course contents Hours
1 Develop a C Program to find the sum and average of N marks of a student. 2
2 Develop a C program to find the Fibonacci series for a given limit, 3
3 Develop a C program to check whether the given number is prime or not and 3
display the n range of prime numbers.
4 Develop a C program to illustrate recursive function, 3
5 Develop a C program to find the number of palindromes In a given sentence. 3
A Develop a C program to manipulate strings using string functions. 3
7 Develop a C program to swap two integers using pointers. 3
8 Develop a C program using Array of Pointers. 3
9 Develop a C program using the structures. 3
10 Developa C program using Array of Structures, 3
11 Develop a C program to calculate electricity bill using files, 3
12 Develop a C program to copy the contents of one file to another file using 3
Command Line Arguments.
Total 35
Reference Book:
Ashok N.Kamthane, Amit Ashok Kamthane, “Programming in C”, Pearson India Education
Services Pvt, Ltd, Third Edition, 2019.
| Recommended Tools to be used: C Editor

T : Employabilit
Focus of Course mployability ﬁ —

Course Designer :

Mr. M. Premkumar, Ms. DLGeetha,
HOD, CS y e
Dept of CS ]

: e Blooms
CO Number Course Outcome-(CO) Staf ment Taxonomy
&\ T - B Knowledge
CO1 Apply the fundamental concepts of C“ﬁrdg‘i'afnming & Pata | K3
Structures : |
COo2 Implement various control statements I K3
. CO3 Develop C programs to impiement arrays, fupction, ét_mt_:,fures, K3
pointers L (2 ¥\ S
CO4 Solve analytical problems using 'Dat‘e;lS.tm_(Etu.fe pnogrémming K4
L paradigm . e




Mapping Cos with Pos and PSOs

COs/POs | PO1 | PO2 | PO3 | PO4 | POS PSO1|PSO2 |PSO3 |PSO4| PSO5
CO1 L M M S M M M M M M
CO2 L M M M M M M M M M
CO3 M M S S S S M S M M
CO4 M M S S M S M S S S
S —Strong; L — Low; M — Medium
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SEMESTER -1

Course code Course Lecture |Tutorial Practica .
t Cred
Code Type Name | Category o T E 1) @) |[Credi
Introduction
2IBMAGAQQ Allied 1 to Linear | Concept 60 - 4
Algebra

Preamble: To make the students to understand the basic concepts of linear algebra (systems of
linear equations, matrix calculus, basic vector operations )

Prerequisite: Knowledge in Basic Mathematics

Syllabus:

Unit Course contents Hours

Systems of Linear equations — Row Reduction and Echelon forms ~ Vector
I | Equations : Vector Equation - The matrix Equation Ax= b- Solution sets of| 12
Linear systems

Matrix Operations — The Inverse of a Matrix — Characterizations of Invertible
Matrices ~ Partitioned Matrices — Matrix Factorizations.

I

Vector Spaces and Subspaces- Nulf spaces, Column Spaces and Linear
HI | Transformations — Linearly Independent Sets, Bases — coordinate systems — The 12
Dimension of a vector space - Rank.

Eigen vectors and Eigen values — The Characteristic Equation - Diagonalization

A\ — Eigen vectors and Linear transformations. 12
Innerproduct, Length and Orthogonality — Orthogonal sets — Orthogonal
v Projections- The Gram — Schmidt Process. i
Total 60
Text book

David C. LaySteven R. LayandJudi J. McDonald, “Linear Algebra and Its Applications,
"Pearsons Publications 5" edition 2016

Unit1 : Chapter 1, Section 1.1-1.5 Pg.No 2-9, 13-21, 24-31, 35-40

Unit I1 : Chapter 2, Section 2. 1-2.5 Pg.No 94-102,105-11 1,114-116,119-123,125-131

Unit III: Chapter 4, Section 4.1 -4.5 Pg.No 192-197, 200-207, 210-213, 218-224, 227238

Unit IV: Chapter 5, Section 5.1-5.4 Pg.No 268-273, 276-288, 290-295

Unit V : Chapter 6, Section 6.1-6.4 Pg.No 332-338, 340-354, 356-360

Reference books

- Surjeetsingh, QaziZameeruddin, “ Modern Algebra”, Vikas Publishing House, 8 lhcadition,
2006

- Seymorelipsehutz,” Beginning Linear Algebra”, Tata Mecgraw hill, 2005.
S.G. Venkatachalapathy, “ Modern Algebra” Margham Publicas;

<2008,
Ward ChenayDEwid Kincaid, Linear Algebra Theory a li&&ﬁ&’&yﬂ,‘gd‘iﬁo\n 2010.
ga@/ﬁamg@.gaigon,mdia,
4 \".-’ \

—_—

GnoB Lo

. Gilbert Strang, “ Linear Algebra and its Applications™
Focus of Course: Skii] development 7

|
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Course Designer : K . %&/""/ \2 OV

Dr. R. Senthil Amudja BoS Chairman
AssD Prof & Dept of Mathematics

Cco Blooms
Course Outcome (CO) Statement Taxonomy
Number
Knowledge Level
COl1 Define basic terms and concepts of matrices. K1
CO2 Comprehend the use of various matrix operations K2
CcO3 Understand the concept of Vector spaces and Basis K2
CO4__ | Determine Eigen values and Eigen Vectors K3 |

Mapping with programme Qutcomes and programme Specific Outcomes:

COs/POs | PO1 | PO2 | PO3 | PO4 POS5 PSOI1 | PSO2 | PSO3 | PSO4 PSO5
CO1 L L M M M M L M M M
CO2 L L M M M M L M M M
CO3 L M M M M M M S M M
CO4 L M S M S S M S M S

S=Strong; L~ Low; M - Medium
f%/'. _,I: ..z s b -\.'.:\-\‘




SEMESTER

Course Code Course Name Category Lecture (L)

Tutorial (T} Practical
P

Rl

21GENIZ10 English 1 for Language 55 5

Professional

Physical Sciences

2

Preamble: The course aims to Develop students’ competence in the use of English with particular reference to the
workplace situation

Prerequisite: Basic knowledge in English

I

Syllaous:
Unit Course contents Instr, Hrs
COMMUNICATION
Listening: Listening to audio text and answering questions-  Listening 10

i Instructions.Speaking: Pair work and small group work. 2
Reading: Comprehension passages _Differentiate between facts and opinion.Writing:
Developing & Story with pictures. Vocabulary: Register specific - Incorporated into the
LSRW tasks
DESCRIPTION
Listening: Listening to process description.-Drawing a flow chart.

n Speaking: Role play (formal context).Reading: Skimming/Scanning Reading passages on 12
products, equipment and gadgets. Writing: Process Description ~Compare and Contrast
paragraph-Sentence Definition and Extended definition- Frce Writing. Vocabulary:

I Register specific -Incorporated into the LSRW tasks.
NEGOTIATION STRATEGIES
Listening: Listening to interviows of specialists / Inventors in fields (Subject

il specitic).Speaking: Brainstorming, (Mind mapping). Smail group discussions (Subjeet- 12
Specific). Reading: Longer Reading text.

Writing: Essay Writing (250 words).Vocabulary: Register specific - Incorporated into the
LSRW tasks
PRESENTATION SKILLS
v Listening: Listening 10 lectures, Speaking: Short talks. Reading: Reading 12
Comprehension passages. Writing: Writing Recommendations  Interpreting Visuals
I inputs.Vocabulary: Register specific - Incorporated into the 1LSRW tasks
CCRITICAL THINKING SKILLS
Listening: Listcning comprehension- Listening for information.

v Speaking: Making presentations (with PPT- practicc).Reading: Comptehension passages 12
~Note making. Comprehension: Motivational article on Professional Competence,
Professional Ethics and Life Skills.Writing: Problem and Solution essay— Creative writing
-Summary wriling.VocabuIar)ﬁegister specitic - incorporated into the LSRW tasks _J

60 |




Text Books:

Tamil Nadu State Council for Higher Education(TANSCHE)

Reference Books;

Tamil Nadu State Council for Higher Education(TANSCHE)

Focus of Course: Employability (Employability/Skill Development)

e-Resource/e-Content URL:

Vidya-MitraPortal:

http://vidyamitra.inﬂibnet.ac.infindex.php/search

Course Designer
TANSCHE

BoS Chairman

Assistant Professor of Eng lish

COURSE OUTCOMES:
On successful completion of the course the students wiil be able to:

Bloom’s Ta
CO Number Course Outcome (CO) Statement K: :\lvlsedg: :‘l:":y
Col1 Enbance the creativity of the students, which will enable them to think of K1
innovative ways to solve issues in the workplace.
COo2 Develop students™ competence and competitiveness and thereby improve K2
their employability skills.
CO3 Attend interviews with boldness and confidence K3
CO4 Adapt casily into the workplace context, having become commmunicatively K4
competent
COs5 Apply to the Research and Development organizations / sections in K5
companies and offices with winning proposais
Mapping Course Qutcomes with Programme Outcomes & Programme Specific Outcomes:
COs/POs PO1 PO2 PO3 PO4 POs PSO1 PSO2 PS03 PS04 PSOSs
Co1 M S M M 5 S S
coz M M S M S 5 S
CO3 M M 5 s 5 8 S
CcO4 M S S M S S S
CO5 M S 5 M 8 S S

3t




SEMESTER -1

Lecture | Tutorial | Practical

Course Code Type Course Name | Category @ (1) ) Credit
Foundation Enivronmental
2ITAMIVTI Studies - 27 3 - 2

Course-I

1.1. Definition, scope and importance
1.2. Need for public awareness
1.3. Natural resources

1.3.1. NATURAL RESOURCES AND ASSOCIATED PROBLEMS 6 Hours

a. Forest resources: use and over-exploitation, deforestation, case studies. Timber extraction, mining,
dams and their effects on forests and tribal people.

b. Water resources: use and over- utilization of surface and ground water, floods, drought, conflicts over
water, dams- benefits and problems

¢. Mineral resources: Use and exploitation, environmental effects of extracting and using mineral
resources, case studies.

d. Food resources: world food problems, changes caused by agriculture and overgrazing, effects of
modern agriculture, fertilizer-pesticide problems, water logging, salinity, case studies.

¢. Energy resources: growing energy needs, renewable and non-renewable energy sources, use of alternate
sources. case studies.

f. Land resources: land as a resource, land degradation, man induced landslides, soil erosion and
desertification.

1.3.2. Role of an individual in conservation of natural resources.
1.3.3. Equitable use of resources for sustainable lifestyles.

2. ECOSYSTEMS S Hours

2.1 Concept of an ecosystem.
2.2 Structure and function of an ecosystem,
2.3 Producers, consumers and decomposers.
2.4 Energy flow in the ecosystem.
2.5 Ecological succession.
2.6 Food chains, food webs and ecological pyramids. O )
2.7 Introduction, types, characteristic feamres,,s't’ructure@iﬂmﬁﬁon_ of the following ecosystem: -
a. Forest ecosystem.
b. Grassland ecosystem. q
c¢. Desert ecosystem. i i
d. Aquatic ecosystems (ponds, streams, lakes, rivers, oceans, estiaries)

3. BIODIVERSITY AND ITS CONSERVATION. C“WV} = 5 Hours

3.1 Introduction - Definition: genetic, species and esgsystem diversity.
3.2 Biogeographical classification of India. '
3.3 Value of biodiversity: consumptive use, productive use, social, cthical. Aesthetic and option values
3.4 Biodiversity at global, National and local levels.
3.5 India as a mega —diversity nation.
32
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3.6 Hot-spots of biodiversity.

3.7 Threats to biodiversity: habitat foss, poaching of wildlife man-wildlife conflicts.
3.8 Endangered and endemic species of India.

3.9 Conservation of biodiversity: In-situ and Ex-situ conservation of biodiversity.

4. ENVIRONMENTAL POLLUTION S Hours
4.1 Definition
Causes, effects and control measures of: -
1. Air poliution
2. Water pollution
3. Soil pollution
4. Noise pollution
5. Thermal poliution
4.2 Solid Waste Management: Causes, effects and control measures of urban and industrial wastes,
4.3 Role of an individual in Prevention of Pollution.
4.4 Pollution Case Studies.
4.5 Disaster Management: Floods, Earthquake, Cyclone and Landslides.

5. SOCIAL ISSUES AND THE ENVIRONMENT 6 Hours
5.1 Sustainable development
5.2 Urban problems related to energy.
5.3 Water conservation, rainwater harvesting, watershed management,
5.4 Resettlement and rehabilitation of people; its problems and concerns. Case studies.
5.5 Environmental ethics: issues and possible solutions.
5.6 Climate change, global warming, ozone layer, depletion, acid rain, nuclear accidents and holocaust.
Case studies
5.7 Consumerism and waste products.
5.8 Environmental protection Act.
5.9 Air (Prevention and Control of Pollution) Act.
5.10 Water (Prevention and Control of Pollution) Act.
5.11 Wildlife Protection Act.
5.12 Forest Conservation Act.
5.13 Issues involved in enforcement of environmental legislation.
5.14 Public awareness.
5.15 Human population and the environment.
5.15.1 Population growth and distribution.
5.15.2 Pop&f_gg@gg:géglpsion — Family Welfare Programme.
5.15.3 Eavironment ahﬂdg:l@an health.

5.15 4 Fluman. rights
5.15.5 Vafte B 'a?bﬁ\’r(,f\

515.6 HIV/ AIDS &\ @

5.15.7 Women and Child w?,lf:a%

5.15.8 Role of I-I'ifopn??on ’I{echliblogy in Environment and Human Health
5.15.9. Medical Transér ptiop and/Bioinformatics

eowo . r(lpj/F— Lo S
TEXT BOOKS: - ﬁ‘“ S 7
\\1 ~ L - %" Py

1. BaluV, “En\v&%mgq@!§Mﬁs”, Sri Venkateshwara Publications, 2004
2. Arumugam N, Kumaresan V, “Environmental Studies”, Saras Publication, 2004
3. Rajagopalan R, “Environmental Studies”, Oxford University Press, 2005

33




Blooms

Nu(ljzft))er Course Qutcome (CQ) Statement Ez‘\::::lng}é
Level

To remember key concepts from environmental studies, political

€Ol K1
and social studies
To understand the concepts and methods from renewable and

co2 non-renewable sources and their applications in environmental K2
problem solving

CO3 To acquire knowledge on concept of environment issues and K3
links between human and natural system

CO4 To demonstrate the general understanding of the breadth and K3

inter disciplinary nature of environmental issues

Mapping Course Outcomes with Programme Qutcomes & Programme Specific Outcomes:

Ccl’,ss"g?s’ POI | PO2 | PO3 | PO4 | POS PSO1 | Pso2 | pso3 ! Pso4 | Psos
Col S s | M | s L S S M S S
co2 S S | M | s L S S M S S
co3 S s | M | s L S S M S S
Cco4 S s | M| s | M S S Ml S M

! .'.L{‘ur_m “‘Q':
S - Strong; L ~Low; M -Medium '/‘ ﬁ ‘\p \
II'. a8 |
JUL 209 !
\\ _H%M ,*J i
g I, *’ el
4



SEMESTER - 11

Course Course Lecture Tutorial Practical .
Code Name Category (L) (M) (P) Credit
. Part | Tamil
21TAM21.20 Tamil Paper I 60 3

PPreamble: Qansiisnwownen S0DEF FupssHdlen usmun® sutulsons eBSEHe GarsieniuL Geuewngws
DibgrRIHmen  elaNGGSHMeoD,  aumpsmEmul  GEMuuBsSEIISYD  Fps  CETEETSd
Qarsmympeeh Bosdunseis fGw wral.  wHiysmst  oNibg  OsTeiEHD  aumsuTsd
SIOPUILTLLD  DIEMOESIILILB6TENSI. DTEmaTHEDSEGU LWEUTLE Chrédlsd GumBGuwiminl uuiins

MEUSHLILILHETENHL.

Prerequisite:

. Guaiemevlusiiof (Pw SBDeuBENBU UGHEH OCETGHSH o Inud Cursdsd uTLSIHL LD
S &SELIUL [BeiTen Gl

2. wneiiL  wHlLEemst 2 _emmD  susnduigud, GumMistsiamensn  aifitbErsiEnd BHemsoulgub
‘SO - uGsH - | iowssULLHeTeng.

3. deppuisnfln Gue, sps surmuw (pubfesl ulindl STUUGEBE.

Course Qutcomes (COs)

On successful completion of this course the students will be able to:

Blooms
CO Number | Course Qutcome {CO) Statement UL SO
Knowledge
Level
CO1 StopewTun (B, FepBd DL, &N &CaTe SIS K1
BlensumpdEendemull uBhw Cewidfisamen o_amithd GETeiEhdH60.
co?2 L&S BlusHD eweniThe sursunm, SO 2 _gBaL  STeUHESHTIID K2
wrilsubs FHened ahlensy §TiMbS SHhSHHISMmeTt Lfiuiensugseb.
CO3 BENL(LPsnmUTeD Sifenipll Usovpu tedim) SI(IES 92 H6YH60. K3
QUMAGUILITIILG S0, HEDE SIIDEHID HIPEDIDEHUI  CUSTITSHSH60.

Mapping the Programme OQutcomes

COs/POs | PO1 | PO2 | PO3 | PO4 | POS | PSO1 | PSO2 | PSO3 | PSO4 | PSOS
CO1 S S M S S B e
Cco2 S S |M S S 25l ade 15
CO3 M (M [S S M A e
S- Strong; L- Low; M-Medium 7 ;./jf)_“_:_-*.:'."
I 2021
Unit | Course contents TR o rlours:;' g-zzsoont;re?;sl
0@ 1 Fhis Beodbalud . & :ﬂ]’ F;
moHlemenst - HembFrsisoir (1) — Stielr {-‘.-\_ \\"": MY | e
PG WD) . opieml anf S (203) - Bbeot . | Yg.‘(’f“be
I omsETNE AMSERSTEMS (391) - Sl _odaT12 ':os
PBEVMBEDSHLITT PPT
&0 HOFTED - oflgmu spatewdl (11) - UTeHsD UimigiLl
GuERIGEHREST

o
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DSHIGHTIY - &efluyd uBgIb SPRIGLD (49) -

maﬁrmﬂumés&,gbg,;rg‘sgmnﬁ
Hosm el Clsusmimemen  (34) —
Loah el B ssommiv
LimBranm oy - usvFreiGy usbgTaliGy (246) - @ugr&:@&nﬂ@um@

Gwall Bminigns 2aiBy \oidgun (74) — Cayomen

EMEMESTE_BBGLITeHH

g Il usd Qesdumisst & Fprilevdauirimsh

Cxpeumg - FIHEHTIT

. Buensuallg)Buy eflsnenuieir LuyGeor (419)

Udneumis Gmeurys Cusmmmy dpsuTuy (420)

QuMIBW o sienenr LISIDOUT  Lies bk Ben SigCuissr (421)
UMY CLBEE ©_aisne Blenamurg) (422)
BISOGFIG SeflsHgn Jsmm (423)

RN

SmasBsremsuwinit - Lo 6wl & 6ult & iy
L (palleugpid weitarmw Gluneirenmes Wywiosn (332)
2epeuiHen Cmss UPSE0eu QL (U LGE (pwsmng (337)
39w Cysmed st Bmen (LpeliemDd  WiTes AeiTemen epUiflulien (340)

EHOLTSEHeUT - Hehanes grEgnlsFayp
l.2_sullseomibd OB TpsuHS) SWOEHITN LGB (162)
2.0mm0flulh  sexres semianianbler masor (163)
3.a1sumLbor DSNBET CIMEULILD GuTGHEUTS6T (le6)
4.66f0GLEmH TG WPasmy dmnisr (168)

HEWHATD - FHkapsoir

Losibu siipend) @emed omss @ (272) YouTube
i 2.BNUISHID SymHeiT emem FOHSBD Gunenm (556) 18 Vldzos
3.2_eisng gD 2_6N6Nel Umsgisiiensi (1532) PPT
4518 e LSHSOUGID L. gD (2228)
S.oiauipd Aewpid ST snfumit (2340)
ABH Lm_svaen - Sssaunsdwir (2 LITL_80861T)
UmbUT_ @& fggi (2 UITL_ 608611
@sml_&;&,m;@ééigg,fr (2 urLsbamer)
&Gl sdlg s (2 LIM_60861T)
Slp&eis Hbai (2 UL, 6061T)
Fimnflevseusimsn - SpelBErg — SO fluTien
Amliy, AeQumorsies fimy
(20 cuflaseir)
B S
DIBUSSH MouH ST - 2dBan Braaser, :,4;1, padpy,
Beimy BWELEai G, // B o T~
BBibgroun Garsisns, r A . _:_/\
AN ) w_Qimeh G, PNy i
Sig B UTSMTeTHD (5 -t fosei
e ( ;';'uqtfm- : Ay p7s
Smeuymisd seobLsih © Gupwrsiian SeusmyE £ A ITRY ‘
LGl (@resimd il | i)
00 [ 2 _epypen, TN A
L Bryw sysmsds @ses - Qe Benmwisiiy T, el o PPT

. e
5 i
N LT

'.'

S~y

2. el Ggmeveileniuig Supeiwr Buirgy - g B SIgIsoBsRY
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3. sUssHd @EPusd suenidd — OT. UT. @GS
4. wslsgnb SBBEFGSWID - Cugrdfiwi Gg3. sirogngy
5. GemBuUjib griomedlégw F&H — A e, Cxoupnsea
g 1V Geuaan SUTEVT I
YouTube
v |- Fhs RevsslugHe FmOysein 10 Videos
2. UEY) Bevddluis e Cambmpid GUSTT & U1 &
3. AbpRevdaurgaei ComBmud  euemird duyp PPT
4. 2 epymani_wies Cxmmimpid DL
0GB V Bevssamin
LiBA sisilgEen - Gomfl s &meir SUSTITSHH60 - Glpmy BLETHEHLD
L. @mew, usisnw wLSSLS YouTube
\% 2. owape_&QsTmaesmen BEHGH60 10 VId;OS
3. UmGomfs Qemsenen BEGSH60 PPT
4. Qempiifuy Vempsenen BEGHIH60
5. @6 Geumun SMBE Ffwmen Gur@eT Spigen
6. GumAeuuiiy (msle0s Hed bz B 0péE)
7. fpsens ST(RHIFH6D.
Total 60
Text Book(s): L BIT60SE6IT
. Fls, LES Bevsauw, 2_IEMLEHN.G - B\ 0psgienm Qeusui,
Wl Frerosusd Funsymegm &o0gumifl
2021 egeain LGy
2. sp Ssvadw BUT VMY T et S, eunsCHeus
Caousl LAILED,
16 /43, Hwmasir, FounrenaiECarsisn.
Bosdmisiel - 620 005
LieTTeon Gy sWTL_mip ugdloy - 2017,
3. s Bevadiu STV (1p. UTHTTS 6
FTHBHU DisTL LS CouelMu?@, 1imissved.
wmuSiuy - 2012
Reference Book(s): Umirensy BIre0&6T
. oms Geosdus QETE Lijsei By, GFghad L ameaed () &9,
41 - B, ALGxr St evoig fussd sTerdBI_t,
DADUBEHTT, CFaemen - 600 (98
@remiLmd LAy - 2004
ST
2. uBSTUIND WSy LD Qeu. Bevmuwisiy P hidey, L
LB Sensuemm UL, ~ Lo o oo ~ s Y
24, e, Oy sremsy . B Aee SN
AWUTETTUBEH, @&stirsmsar,;‘,f- 800 017, N
WU - 2015, P p i
e ff“‘;/ SN LA

3. @bPws semevmst

|
3. BHTHeRILgrines I

By Grehall us ameyer, @) e, W P
4! - B, A Basr @@TL&TDLQFHU;JGUQS&N%: M
SIDUSEIT, Geaianar - 600"“-‘99'8.::, e
@uew_mb vy - 2009. S i

—
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4. SIMOBL WISSILTED DIMmHSWOD - (PemsTeT S SiTiTdHGHuwe
SIBIID, Wenen 616xI.1, BiTosoT BesiT
BHehemeyit - 613 007. (psed LY - 2007.

5. usF Fevdduib - U SYREHITF GO

mFey HHSMHS BIBUSULIGSPESD
Oesgismar - 06, LBy - 1900.

6. Faud FwswI(pd - Coaugtnfenenen
ol @bHwen uBLsid
102 eiewn 57 U.e1b.gf.smbGenderd
OBDE 2 60N Frens
B.pai, Gasenen -17, ugiy -1900
7. SOPs0 Seudlend 61105, CuF
SME! BELEOTAPT. (Lpememsut @&n. QuilwewisrTa
WEHESBD LEILSD
%1 Guaifisbeueit Sreoall, BrEianas [BEOGYITT,
Glgeiiens - 61, uSiny - 2006.

Focus of Course: sy eugeorm, saps ugeTs GMsE STwHHe QFuiSssm STOLL Beitenan. Lenpullesis
W5, Cus, sLBWMY, EMT SDHISMBEL UL eismauilsd Lulmd STUUL (BeiTeng.
Course Designer: Dr.T. Radhika lakshmi

= < = Es€ ST
Associate Professor, Dept. of Tamil, STC F@W BoS Chairrcnjgh

SEMESTER - I1

HINDI PAPER - II
Course Code: 21HINILT?

(Modern Poetry. One Act Plav. Translation & Letter Writing, Conversation)

1.MODERN POETRY :
BHOOMIJA by NAGARJUN
Publishers : Rajkamal Prakashan 1B Nethaji Subash Marg, New Delhi.




NAVEEN EKANKI SANGRAH By Dr. Smt. MALATI THIVARI SUMITHRA
PRAKASHAN ASHOK NAGAR ALLAHABAD - |.

3. TRANSLATION :
HINDI-ENGLISH ONLY (ANUVADH ABYAS-IIT) Lessons — 1-15 only
PUBLISHER : DAKSHIN BHARATH HINDI PRACHAR SABHA CHENNALI - 600
017.

4. LETTER WRITING :
(Leave Letter, Job Application, Ordering Books, Letter to Publisher, Personal Letter)

5. CONVERSATION ;
(Doctor & Patient, Teacher & Student, Storekeeper & Buyer, Two Friends,Booking
Clerk & Passenger at Railway Station, Autorickshaw driver and Passenger)
Ref : Bolchal Ki Hindi Aur Sanchar by Dr. Madhu Dhavan Vani Prakashan, New Delhi.

SEMESTER - 11

MALAYALAM PAPER -11
Course Code; 2IMALILT?2

Prose : Non-Fiction
This paper will have the following five units:
Unit I & IT Autobiography
Unit HLIV& V Travelogue
Text Books prescribed:
Unit [ & 11 Vazhithiruvukal-Dr.A.P.J Abdulkalam (D.C.Books, Kottayam)
Unit ILIV& V Alkoottathil Thaniyae - M.T Vasudhevan Nair {D.C.Books, Kottayam)
Reference books:
I. Athmakathasahithyam Malayalathil-Dr.Vijayalam Jayakumar (N.B.S.Kottayam)
2. Sancharasahithyam Malayalathil -Prof.Ramesh chandran. V,(Kerala Bhasha Institute,
Trivandrum)

SEMESTER - 11

FRENCH PAPER - 11
Course Code: 21IFREILT?

Prescribed text ; LATITUDES |
Units: 5-8 .~

’ff"".-- R .\ .
Authors : Régine{}}ﬁigqxiﬁf\@e‘stlrgﬁequ Available at : Goyal Publishers Pvt Ltd

86, University ﬁﬁgck;l RN : la Nagar)
New Delhi —/,»{ 10007°T

”ai"
298% / 9650597000
LR

\ =



SEMESTER I1

Course Code Course Category |[Lecture Tutorial Practical Credit
Name (L) {T) P)
21GEN2L20 Communicative Language | 70 5 - 3
English-1I

Preamble: This course aims to provide a better understanding on the various aspects of communicative skills
through a keen focus on LSRW.

Prerequisite; Basic knowledge in Communicative English and Skills

Unit

Course Contents

Hours

1. Listening and Speaking a. Listening and responding to complaints
formal situation) b. Listening to problems and offering solutions (informat)

2. Reading and writing a. Reading aloud (brief motivational anecdotes) b.
Writing a paragraph on a proverbial expression/motivational idea.

3. Word Power/Vocabulary a. Synonyms & Antonyms

4. Grammar in Context ® Adverbs Prepositions

15

I

1. Listening and Speaking: a. Listening to famous specches and poems b.
Making short speeches- Formal: welcome speech and vote of thanks. Informal
bccasions- Farewell party, graduation speech

2. Reading and Writing: a. Writing opinion pieces (could be on travel, food,
film / book reviews or on any contemporary topic) b. Reading poetry b 1
Reading aloud: (Intonation and Voice Modulation) b i, [dentifying and using
tigures of speech - simile, metaphor, personification etc.

3. Word Power : a. Idioms & Phrases

4. Grammar in Context: Conjunctions and Interjections

15

1

|. Listening and Speaking a. Listening to Ted talks b. Making short
presentations — Formal presentation with PPT, analytical presentation of
praphs and 3 reports of multiple kinds c. Interactions during and after the
presentations

2. Reading and writing a. Writing emails of complaint b. Reading aloud
tfamous speeches

3 Word Power a. One Word Substitution 4. Grammar in Context: Sentence
[Patterns

15

I. Listening and Speaking a. Participating in a meeting: face to face and
online b. Listening with courtesy and adding ideas and giving opinions during
the meeting and making concluding remarks.

2. Reading and Writing a. Reading visual texts — advertisements b. Preparing
first drafts of short assignments a5

3. Word Power a. Denotation and Connqta’ff‘ign R
4 Grammar in Context: Sentence Types " -~

S

iy

15

1. Listening and Speaking a. Informal interview for feature. writing b.

Listening and responding to questions at a formal interview /| :

2. Reading and Writing a. Writing letters of application b. Readers’ Theatre
Script Reading) ¢. Dramatizing everyday situagjons/sgcjal issues through

skits. (writing scripts and performing) ' ‘uﬂ 1‘4”%

3. Word Power a. Collocation -

4. Grammar in Context: Working With Clauses

15

Total

75

Text Book: Communicative English Text Book

40




Reference Book(s):

a. Books by Penny Ur
b. The Oxford English-English-Tamil dictionary (for pronunciation)
c. https://www.esolcourses.com/

d. For Readers” Theatre: https://www.youtube.com/watch?v=JaLQJt80rSw&t=4695 (the link to the performance;
refer scripts by Aaron Shepherd)

Focus of the Course:

Skill Development

Course Designer

TRANSCE BoS Chairman
Course Qutcomes (COs)
On successful completion of this course the students will be able to:
CO Number Course Qutcome (CO) Statement Blooms Taxonomy
Knowledge Level
COl1 Gain mastery in LSRW Skills Kl
CO2 Understand the fundamentals of grammar Kl
CO3 Apply LSRW skills and practice it K3
CO4 Comprehend the nuances of English Language K3

Mapping with programme Qutcome

COs/POs | POI | PO2 | PO3 | PO4 | POS PSO1 | PSO2 | PSO3 | PSO4 PSO5
CO1 M S S M S S S S S M
CO2 M S 5 M M S M S L M
CO3 M S 8 S L 5 M S S S
CO4 M S S M M S M S S M

S — Strong; L - Low:; M — Medium

Zb/___\ |

o

&




Semester 11

('Cgsgze Ty:] Course Name | Category Le(cit)lre T“(t%'ml Practical Cre;ﬂ
Artificial
Core Intelligence
21BAM2CIO | 4 and Machine | Concept 45 5 4
Learning
Fundamentals
Preamble: To understand the fundamental concepts in Artificial Intelligence and Machine
Learnin
Prerequisite: Knowledge in Basic Math, Science and Computer programming J

Syllabus

Unit

Course contents

Hours

Introduction: Define Al - Acting humanly - Thinking humanly -
Thinking rationally: The “{aws of thought" approach - Acting
rationally. The Foundations of Artificial Inteiligence - The

History of Artificial Inteiligence.

Intelligent Agents I: Agents and Environments - The Nature of
Environments

11

Tntelligent Agents I1: The Structure of Agents- Agent programs —

Simplereflex agents.

Problem-Solving: Problems by Searching - Well-defined
problems and solutions - Searching for Solutions -Measuring
problem-solving performance.

10

11

Uninformed Search Strategies Breadth-first search - Depth-first
search -Depth-limited search.

Informed Search and Exploration Informed (Heuristic) Search
Strategies - Greedy best-first search - progress of a greedy best-

first search - A* search : Minimizing the total estimated solution
cost.

v

Machine Learning: Applications of Machine Learning Tools
and SVM :Introduction - Hand writing recognition — Natural
Language Processing -~ Computational Biology - Computer
Vision — Text Mining — Drug Design - Continuous Speech
Recognition and Translation — SVM for Damage Asséssment of
Bridges — Machinery Fault Diagnostics. o Rl G

10

Supervised Automatic Learning: Introduction —J%T_@S:aq’d F

Notations: Universe, Objects, Attributes ~Learning-Sam le ~

Supervised Learning Problem. Learning Algorithms: Hypothesis *

Space — Empirical Risk Minimisation.

-

Main Classes of Supervised Learning ‘Algorithms: Linear |

Models - Artificial Neural Network — K nearest Neighboyrs —
Decision and Regression Trees — Naive Bayes

10

50

| Education,

Text Book(s): :
1. Start Russell and Peter Nowig —Artificial Intelligence : A Modern Approachi, Pearson
Inc., Upper Saddle River; New Jersey, Second Edition, 2013. (UNIT L 11, HIT),

| Total |
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2.K.P.Soman, R.Loganathan and V.Ajay — —Machine Learning with SVM and Other Kernel
Methodsl, PHI, New Delhi, India.2019.(UNIT IV, V).

Reference book(s):

1. N.P. Padhy —~ —Artificial Intelligence and Intelligent Systemsl, I, Pearson Education,
Inc.,2012

2. Dan W.Patterson — —Introduction to Artificial Intelligence and Expert Systemsl, I, Pearson
Education, Inc.,2012

3. Elaine Rich, Kevin Knight, Shiva Sankar B. Nair — —Artificial Intelligencel I, Pearson
Education, Inc.,2010 .

Focus of Course: Employability

Course Designer: Ms. C.AkilaD.Geetha, HoD — CS

Dept.of CS

Course Qutcomes (COs)
On successful completion of this course the students will be able to:
Blooms
CO Number Course Qutcome (CO) Statement Taxonomy
Knowledge Level
COl Understand the concept of Artificial Intelligence K1
CO2 Comprehend the aspects of search strategies K2
CO3 Familiarize with Knowledge of Intelligent agents K2
co4 Apply th concepts of Machine Learning and its K3
deterministic tools

Mapping Course Qutcomes with Programme Outcomes and Programme Specific
Outcomes:

COs/POs/ PSO | PSO | PSO | PSO
PSOs PO1 | PO2 | PO3 | PO4 | POS5 PSO1 5 3 4 5
COt L L M M M M L M M M
Cco2 L L M M M M L M M M
CO3 L M M M M M M S M M
P o
CO4 L M| B R M ATa g S N S M S M S
S —Strong; L -Low; M —-Mediu .-~ .~ Y Ngs AN R
. & Fx}/ IQ '-?.,'—-_:—\\\r r."\{}

=
ooy
LI




Semester 11

Course Type Course Category Lecture | Tutorial Practical Cre;
Name L) (M ®)
Code
Object
21BAM2C20 (530“* Pr?grr‘:;:flgng Application | 45 5 - 4
with JAVA

Preamble: This course provides the student with strong foundation in object oriented
programming and JAVA

Prerequisite: Programming knowledge

Syllabus:

Unit Course contents Hours
QOPS: Fundamentals of Object Oriented Programming —
Introduction- Object Oriented Paradigm-Basic Concepts of Object

[ Oriented Programming-— Benefits of OOP-Applications of OOP. 10
Java Evolution: Java History — Java Features - How java differs
from C and C++. Overview of Java Language - Constants, Variables
and Data types.
Classes and Objects: Operators and Expressions- Decision Making
I and Branching, Decision Making and Looping- Classcs, Objects and 10
Methods-Arrays, Strings and Vectors.
Interfaces: Multiple Inheritances. Packages: Putting classes
I together- Muitithreaded Programming- Creating threads -Life Cycle 10
of a Thread —Implementing the ‘Runnable’ Interface- Managing
Errors and Exceptions.
Applet and AWT: Applet programming- Introduction- Applet
Lifecycle- Adding Applet to HTML File-Graphics Programming.
v Frames and Windows: Frame class-Creating and displaying a 10
Frame — Displaying messages in a window-Button and Label- Events
Handling.
1/O Package: Managing Input / Qutput Files in Java: Introduction-
v Concepts of Streams- Stream Classes — Using streams - Iﬁnput/Output 10
Exceptions — Creation of files — Reading / Writing “Characters,
Reading /Writing Bytes - Handling Primitiy%a types. .
S\ . Total 50
Text Book(s): | '
1. E. Balagurusamy, “Programming With Java - A Primer”, TMH publication 4™ Edition,
2011, (UNIT L IL, 1L TV, V). £
2. C.Xavier, “Programming With Java 27, Scitech I%J'lica ions (INDIA) Pvt. Ltd.2010
(UNIT 1V). e g
Reference Book(s): ' T
| Patrick Naughton& Heberl Schildt, “The Complete Referénce Java 2, 6 Edition, TMH
L_Publication, 2012. i
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Publication,2015 edition.

Ldition,2012

4. John R. Hubbard, “Programming with Java”,

Herbert Schildt, "“Java: A Beginner's Guide”, TMH Publication, 6™ Edition, 2014.
3. D.T. Editorial Services , “Java 8 Programming Black Book”, Dream Tech

McGraw Hill Publication, 2"

Focus of Course: Employability

Course Designer : for A l i

Mr. M. PremkumarG"

window tool kit

Ms.D.Geetha
Dept of CS HoD - CS§
Course Outcomes (COs)
On successful completion of this course the students will be able to:
CO Blooms Taxonomy
Number Course Outcome (CO) Statement Knowledge Level
Understand the fundamentals of Object Oriented
co1 Programming K1
CcO?2 Outline the major concepts like inheritance, packages to K2
implement in Java Programming
co3 | Make use of exception handling and Input/Output K3
operations in programming
CO4 | Develop Programs using event handling and abstract K3

Mapping Course Qutcomes with Programme Qutcomes & Programme Specific Outcomes

C?,SS’:;?S’ PO1 | POZ| PO3 | PO4 | POs | | PSO o P§O Pﬁo PSOS5
cot | L | M|M|s | m M| L |s | M M
coz | LM |M|M]| M ML | M]|wM M
CoO3 | M | M| MI s | M S | M | s | M M
cos | M| MI|s [ M| m S | M | s | M M

S -Strong: L ~Low Mol S

e e

A
A -
P




SEMESTER II

Course Lecture | Tutorial | Practical ]
Code Type | Course Name Category (L) (T) Credit
Object
ipam2cio | €O | Oriene | practical | - 5 2
6 Programming
Lab
Preamble: Students will be able to apply logic which helps to develop programs using
OOPS concepts
Prerequisite: Basic programming skills and logical thinking.
Syllabus:
B Course contents Hours
No
1 Develop a Java program to implement Method Overloading. 2
Pl Develop a Java Applications to implement String class methods. 3
3 Develop a Java program to implement Vectors. 3
4 Develop a Java program to create package. 3
5 Develop a Java Program to implement the concept of multiple 3
inheritance using Interfaces.
6 Develop a Java Program {0 implement the concept of multithreading. 3
7 Develop a Java Program to create an user defined exception. 3
8 Devetop a Java Program to draw gridlines using Applets. 3
Develop a Java Program to create an Applet with three text ficlds for
9 name, age and qualification and a text field for multipie line for 3
address.
10 Develop a Java Program to demonstrate the Multiple Selection List- - 3
bOX. 0 ;—(—;‘.‘,’.‘.‘;.‘,-;»'-:___k
i1 | Develop a Java Program to create Menu Be_a_rsfz;jid pull qij\i:ﬂ :i,;éﬁu;, 3
12 Develop a Java Program to perform file qﬁerationsni‘zm" 3
Total T ss
Focus of Course: Employability " N
Course Designer : ,,5 :
Mr. M. Premkumar W&/ -~ Ms. D.Geetha, HOD, CS
Dept of CS
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| Course Qutcomes (COs)
On successful completion of this course the students will be able to-
Blooms
CO Number | Course Outcome (CO) Statement Taxonomy
Knowledge
Level
COl Illustrate the basic features of OOPs concepts in various K2
programs
CO2 Demonstrate interfaces and packages using JAVA K2
programs
Cco3 Appl){ thg concepts of 'multithreading and exception K3
handling in programming.
Develop applets and implement the concepts of file
L C04 handling. K3 ]
Mapping Course Outcomes with Programme Outcomes & Programme Specific Qutcomes
O 0s b1 | P02 | P03 | PO | POS PSO1 | Psoz | Pso3 | SO | pgos
CO1 L M M S M M L S M M
CcO2 L M M M M M L M M M
CO3 M M M S M S M S M M
| CO4 M M S M M S M S M M
8 Strong: L - Low, M ~Medium
SEMESTER II
. Course Lecture | Tutorial Practical T
Course Code | T ype Name Category (L) (T) ® Credit
Allied | Optimization
2IBMAGAPO ! 2 Techniques Conlcept 60 = +—=- 4
Preamble: To make the students to understand the basic concepts of ligear programming —
Transportation Model ~ Sequencing & Machine Jobs. AR ’p\f -
| Prerequisite: Knowledge in Basic Mathematics f &/ AT
Syllabus i << !
uli |
[ Unit Course contents W r Hourg
Linear Programming: The Graphical Method \Jmroduch = MV
i Important definitions — Graphical Solution M Qds., 9 #’ﬁf/lfz/
Problems — Special Cases in Linear programming Rt e B
Linear Programming : The Simplex Method - Big - M Method
47



Transportation Problem — Introduction- Mathematical Model of
Transportation Problem - The Transportation Algorithm —
| Methods for Finding Initial Solution — Test for Optimality - 12
Variations in Transportation Problem- Unbalanced supply and
demand- Degeneracy and its resolution.

Assignment Problem - iIntroduction- Mathematical Models of
Assignment Problem - Solution Methods of Assignment Problem
— Variations of the Assignment Problem — A Typical Assignment
Problem — Travelling Salesman Problem.

I 1

Deterministic Inventory Control Models — Introduction — The
Meaning of Inventory Control — Functional Role of Inventory —
Reasons for Carrying Inventory — Factors Involved in Inventory
Problem Analysis — Inventory Model Building - Single Item
Inventory Control Models without Shortages — Single Item
Inventory Control Models with Shortages.

12

Sequencing Problems - Introduction — Notations, Terminology
and Assumptions — Processing n jobs through two machines —
Processing n jobs through three machines — Processing n jobs
through m machines — Processing two jobs through m machines.

12

Total 60

Text Book(s):

I.Sharma J.K.: “Operations Research Theory and Applications”, Macmillan Publishers India
Ltd., Fifth Edition, 2013.

Unit I : Chapter 3 & 4 Section 3.1-3.4,4.1 Pg. No 69— 113, [19— 128

Unit II : Chapter 9, Section 9.1 ~ 9.6 (9.6.1, 9.6.2 only) Pg. No 257 - 286

Unit HI : Chapter 10, Section 10.1 -10.6 Pg. No 311 - 336

Unut IV : Chapter 14, Section 14.1 - 14.8 Pg. No 475 - 502

Unit V : Chapter 20. Section 20.1 ~ 20.6 Pg. No 709 - 725

Referenee book(s):

1. Hamdy A. Taha: Operations Research —An Introduction™, Prentice Hall of India Pvt Ltd..
Eighth Edition, 2014.

2.Frederick & Hillies, Gerald I. Lieberman, Operations Research, Tata McGraw - Hili
Publications company, 2009.

3.KantiSwarup, P.K.Gupta and Man Mohan “Operations Research”, Sultan Chand,2014

Focus of Course: Skill development

C Designer : - 3
ourse Designer s R 8’;\»-/ Q’ Mman

Dr. R. Senthil Amu
As@ Prol’ & Dept of Mathematics

Course Outcomes (COs)

On successful completion of this course the students will be able to:

CO Number Course OQutcome (CO) Statement

Define the concepts of optimization of mathematics

oo models in machine /
oo Implement various problem solving techniques using /| _ { Ilg?i g
B mathematical models gl
Co3 Iiumma{-ize the concepts of machine scheduling and k\ - )
valuation oot
a8 N
0 e 2




Evaluation

co4 Srzﬁ:l:;;ate various Inventory Methods and Queuing K3

Mapping Course Qutcomes with Programme Outcomes and Programme Specific

Outcomes:
COs/POs/ PS PS PS PS PS
N PSOs PO1 | PO2 [ PO3 | PO4 | POS 01| 02| 03| 04! 05
COl M L M M M L L M M M
CO2 M L M M M L L M M M
CO3 M M S M M L M M M M
C0O4 S M S M S L M S M S
S -Strong; L ~Low; M -Medium
SEMESTER - 11
Course Lecture | Tutorial | Practical .
Course Code Type Name Category (L) (1) (P) Credit
Value
ISDHE2V20 | VBC | Education & : 27 i i 2
Human
Rights

Preamble: In order to promote and encourage interest in Value Education and Human rights, we,
teach the noble purposc of education, life and living standards- Create patriotism and awareness in
the national interest by teaching the history of the country’s freedom struggle — Make a good
citizen imbibed with the knowledge of Indian constitution and human rights.

Prerequisite:

The curricutum has been Setup-n.the course of the classroom with the study of the lessons

.

learned from the highef %egmldaljycs;é'ﬁng\l.

= a

The syllabus is stiip;.t0' reafs g%gm‘\gﬁ,y‘am‘es, to promote patriotism and to compete with
competitive exams:: —_— N

SN\
'Ji’ - ‘;J ( T— \u(/ \\

. A L2
Syllabus: Flex 4 7, | 2.4
. } N ?ﬂ;! ] _i'

Ty B j s /i’ HOU[‘S
Unit L ‘\_ ﬁ' ourse contents
W N e e '
S

)~ hdépufgqse’of education — Important values

S e s
Education — Defigition.~T

of life — The &?ﬁéﬁé_ﬁfhffmily and family relations — The 05
significance and the necessity of culture — The role of individual in a

49




society — The art of complete life.

11

History of Indian freedom struggle — East India Company and its rule
in India 1757 -1858 - Its unlawful practices and atrocities — Direct
rule by British Government — Sepoy mutiny — Indians revolt against
British Raj — The massacre of Jallionwalah Bagh - Indians’ non-
cooperation movement.

Short notes: Pandit Jawaharlal Nehru, Patel, Subash Chandra
Bose,V.0.Chithambaram pillai, Baghat Sing.

05

III

Indian Constitution — The birth and the significance of Indian
Constitution — Indian citizenship — Equality of rights — The right to
freedom — Right to arts, culture and education -Right to property —
Basic responsibilities of every Indian — The rights and the Acts
concerned.

06

v

Gandhian thoughts — Gandhi and his principle of Sathyagraha
Sarvodhaya — concept and meaning — Swami Vivekananda and his
teachings to the students — Dr. Abdul Kalam and the students.

05

Human rights — Decfinition — Classification of human rights — Rights
to live — Rights to Equality — Traditional and cultural rights — Social,
political and economic rights — Rights of women — Rights of children
— Exploitation and cruelty to women - Organization protecting
women’s rights — Human rights organizations — Courts of Justice —
Safety of women rights.

06

Total

27

Course Outcomes (COs)

On successful compietion of this course the students will be able to:

CO
Number

Course Outcome (CO) Statement

Blooms
Taxonomy
Knowledge Level

CO1

Define the purpose of education, role of a person in a family
relationship, culture and society.

CO2

Understand the history of Indian independence and the Indian
constitution. - B

T K2

CO3

Develop Gandhian ideas, Vivekanandé;s norms, Abdulkalam’s

languages, need for human rights and femingsn.
’ N/

r—

oyt
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Mapping Course Qutcomes with Programme Outcomes & Programme Specific Outcomes

COs/POs/PSOs | PO1 | PO2 | PO3 | PO4 [ POS | PSO1 PSO2 | PSO3 | PS04 | PSOS
CO1 S S M S L S S M M M
CO2 S M M L L S S L L L
CO3 S S M M M S S M M 1L
S- Strong; L- Low; M-Medium
SEMESTER - [1
Course Code | Course Category | Lecture(L) Tutorial(T) | Practical(P) | Credit
Name
Professional
21GEN2Z10 English I Language 55 5 B 4

Preamble: The course aims to Develo

reference to the workplace situation

p students’ competence in the use of English with particular

Prerequisite: Basic knowledge in English

SYLLABUS

UNITS

COURSE CONTENTS

HOURS

Unit 1

Communicative Competence
Listening - Listening to two talks/lectures by specialists
on sclected subject specific topics and answering
comprehension exercises (inferential questions)
eg:/fyoutu.be/molJjKqkn_Xs.

Speaking: Small group discussions and narrating stories.
Reading: Two subject-based reading texts followed by
comprehension activities/exercises

Writing: Summary writing based on the reading
passages.

Grammar and vocabulary exercises/tasks to be designed
based on the discourse patterns of the listening and
reading texts in the book. This is applicable for all the
units.

e TR ---..L

12

Ii

Unit 2 ,—;f-":/i 51 Aca z?' ~

Persuasive CammuW A o /.
Listening: llsrenmg 10 a p&@sﬁhﬂs
learners to the nuances of pershasive ¢ ram

Speaking: Debates and J ?f a Minute
Reading: n'rvcshgate a top ébfﬂp?wen g lnferennal
questions v, i

Writing: dxalqgue Wl iting ap’ argu;nentatwe
/persuasive essay eg tcﬁ‘a"youmbe vidéo on Natural
Language P:ocessmg and draft a repqrp”based on the

12
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following link: https://youtu.be/5ctbvk AMQO4.

11

Unit 3

Digital Competence

Listening to you tube video and doing exercises in
comprehension e.g. https://youtu.be/nt20IMAJ j60.
Speaking: Interviews with subject specialists (using
video conferencing skills) group discussion regarding
drastic industrial disasters. eg: Vishakhapatnam gas leak
disaster on 7 May, 2020

Reading: Selected sample of Web Page (subject area)
and discuss the benefits of multilingualism and prepare a
presentation based on discussion.

Writing: Creating Web Pages. Essay Writing - Digital
Competence for Academic and Professional Life. This
essay must address all aspects of digital competence in
relation to MS Office and how they can be utilized in
relation to work in the subject area.

12

Iv

Unit 4

Creativity and Imagination

Listening to short (2 to 5 minutes) academic videos
(prepared by EMRC/ other MOOC videos on Indian
academic sites — E.g,
https://www.youtube.com/watch?v=4WZTzKu3CsY)
Speaking: Talk about a script on Analytical Engine -
subject based.

Reading: Essay on Creativity and Imagination
Writing: Basic Script writing imagining your floating
(individual). Role play of considering one’s own self as a
water molecule (group discussion).

12

Unit 5§
Workplace Communication and Basics of Academic
Writing

Listening: Pronunciation Practice (Collins Dictionary)
and Listening Comprehension.

Speaking: Short academic presentations using
PowerPoint, e.g. How man interferes with nature to
console his greed.

Reading: comprehension and reading activity

Product Profiles, Circulars, Minutes of Meeting, Imagine
a meeting to decide if you caninvest a rescarch product
related to artificial photosynt_h_esis. g e ;
Writing: Introduction, Paraphras ofand Summrary;
Creating webpages, Blogs, Flyers'and 6rochures - Poster
making writing slogans/captions Punctuation(period,
question mark, exclamation point, cothma;/ sémicolon,
colon, dash, hyphen, parentheses, brackets, braces,
apostrophe, Capitalization (use of upper gasc quotation
marks, and ellipsis) J’“"ﬁ

12

60
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Text Books:

Tamil Nadu State Council for Higher Education(TANSCHE)

Reference Books:
Tamil Nadu State Council for Higher Education(TANSCHE)

Focus of Course: Employability (Employability/Skill Development)

e-Resource/e-Content URL: )
* Vidya-MitraPortal:http.//vidyamitra.inflibnet.ac.in/index. php/search
s PG Pathshala:http://epgp.inﬂibnet.ac.in/ahi.php?csr

Course Designer:;

TANSCHE

BoS Chairman
Assistant Professor of English

COURSE OUTCOMES
On successful completion of the course the students will be able to:
BLOOM’S
TAXONOMY
CO Number COURSE OUTCOME (CO) Statement KNOWLEDGE
LEVEL
CoO1 Enhance the creativity of the students, which will enable K1
them to think of innovative ways to solve issues in the
workplace.
CO2 Develop students’ competence and competitiveness and K2
thereby improve their employability skills.
CO3 Attend interviews with boldness and confidence K3
C0O4 Adapt easily into the workplace context, having become K4
communicatively competent
CO5 Apply to the Research and Development organisations / K5
sections in companies and offices with winning proposals
COs/POs | PO1_| PO2 | PO3 |PO4 | PO5 | PSO1 | PSO2 PSO3 | PSO4 | PSOS
Co1 M S S S S M M S S S
CO2 M M M S S S M S S S
CO3 M M M S S S S S S S
CO4 M S S S S S M S S S
CO5 M S _##78 f S S S M S S S

Mapping the Programmé Outcomes-. ,7;}}_\1%\
S- Strong; L- Low; M-Medjum @Tﬁ_s/\\r N
Ir - S ‘\

T




SEMESTER III

Course
Code

Lecture | Tutorial

Course Name | Category @ (T) P)

Type

Practical

Credit

2IBAM3C10

Advanced
Database
Management
System

Core7 Theory 60 - -

Preamble:we need to redo it

Prerequisite: nil

Syllabus:

Unit

Course contents

Hours

BASIC CONCEPTS: Introduction to databases ~ Conventional file
Processing — Data Modeling for a database — Three level architecture
— Data Independency — Components of a Database Management
System (DBMS) - Advantages and disadvantages of a DBMS -
System Environment — Users of DBMS — Transaction Management.

II

DATA MODELS: Introduction — Conceptual data modeling —
Motivation - Entities, entity types, various types of attributes,
relationships, relationship types - E/R Diagram (ERD) notation -
Generalization — Aggregation — Conversion of ERD into relational
schema — Introduction to Network data model and Hierarchical data
model.

12

11

RELATIONAL DATA MODEL: Introduction — Keys, relational
algebra operators: selection, projection, cross product, various types
of joins, division, examples, tuple relation calculus, domain
relational calculus, RELATIONAL DATABASE
MANIPULATION: Structured Query Language (SQL) - Basic
data retrieval — nested queries - correlated and uncorrelated - SQL
Join — Views

I2

v

DATABASE DESIGN THEQRY: Functional dependencies —
Normal forms - Dependency theory - Functional Dependencies (FD)
— Armstrong's axioms for FDs - Closure of a set of FDs, Minimal
covers — INF, 2NF, 3NF and BCNF - Join dependencies and
definition of SNF - Examples. DATA STORAGE AND
INDEXING: Storage device Characteristics. — Operations on file -
Sequential files - Index Sequential files — Direct files — Indexing
using Tree structures. : o

12

. i eVl
SECURITY, INTEGRITY AND CONYROL: Security and
Integrity threats — Defense mechanisms - Trahsaction processing —
concepts - ACID properties. - concurrency control - recovery
methods.

12

Total

60

Text Book(s): 1. Silberschatz A., Korth H. and
McGraw Hiil, 20) 1.

Su’darshe{n S., “Database System Concepts”,
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2. Elmasri R. and Navathe S.B., “Fundamentals of Database Systems”, Pearson Education,
2011.

3. Raghu Ramakrishnan and Johannes Gehrke, “Database Management System”, McGraw
Hill, 2010.

Reference Book(s):
1. Bipin C.Desai, “An Introduction to Database System ,,", Galgotia Publishers, 2012.

Focus of Course: Database admin

.l

Course Designer : d\) —_
Mrs. A, Priyadarshini, Q¢ Ms. D. Geetha
Dept of Al Ao HoD - CS§
Course Outcomes (COs)
On successful completion of this course the students will be able to:

co Blooms Taxonomy
Number Course Outcome (CO) Statement Knowledge Level

To understand storage media and their basic
CO1 properties. K1
To understand how data is stored using storage media in

CO2 |aDBMS. K2

CO3 | To understand how different indexing techniques work. K3

coa To understand why and how data needs to be indexed K3

Mapping Course Outcomes with Programme Outcomes &Programme Specific Outcomes

C?,gg?s’ PO1 | POZ | PO3 | PO4 | POS Pfo P go P§° Pio PSOS
cot | L | M| MI{s | M M | L | s | M M
coz | L | M| M| M| M ML |M]|Mm M
co3 (M| M| M]|s | M s | M| s | M M
cos | M | M S,_,_,w::%r; M S | M| s | M M




Semester IJI

(Ijvourse Category Lecture | Tutorial Practical Credit
ame

Type @ _| @ (P)

Course Code

Programming

21BAM3C20 | Core8 in Python

Application 45 5 - 50

Preamble: This course provides the student with to know the strong foundation of algorithmic
roblem-solving using python

Prerequisite: Programming knowledge

Syliabus:

Unit Course contents Hours

ALGORITHMIC PROBLEM SOLVING: Algorithms, building blocks of
algorithms (statements, state, control flow, functions), notation (pseudo code,
flow chart, programming language), algorithmic problem solving, simple 10
strategics for developing algorithms (iteration, recursion). Ilustrative
problems: find minimum in a list, insert a card in a list of sorted cards, guess
an integer number in a range, Towers of Hanoi
DATA, EXPRESSIONS, STATEMENTS: Python interpreter and intcractive
mode; values and types: int, float, Boolean, string, and list; variables,
expressions, statements, tuple assignment, precedence of operators,
1 comments;, modules and functions, function definition and use, flow of i0
execution, parameters and arguments; Illustrative programs: exchange the
values of two variables, circulate the values of n variables, distance between
two points.

CONTROL FLOW, FUNCTIONS: Conditionals- Boolean values and
operators, conditional (if), alternative (if-else), chained conditional (if-else
if-else); Iteration: state, while, for, break, continue, pass; Fruitfui functions:
OI' | return values, parameters, local and global scope, function composition, 10
recursion; Strings: string slices, immutability, string functions and methods,
string module; Lists as arrays. Illustrative programs: square root,ged,
exponentiation, sum an array of numbers, lincar search, binary search.

LISTS, TUPLES, DICTIONARIES: Lists: list operations, list slices, list
methods, list loop, mutability, aliasing, cloning lists, list parameters; Tuples:
IV |tuple assignment, tuple as return value; Dictionaries: operations and
methods; advanced list processing - iis__t_f;"c'(’fr;ﬁi’e}:féﬁ'sio\n;‘ MMustrative
programs: selection sort, insertion sort, mf;l‘g/é's'ort,""hiét:b;gjr”éfn. N

10

FILES, MODULES, PACKAGES. Files and exception: text files, reading
and writing files, format operator; command -ige] é?y;ments, errors and 10
exceptions, handling exceptions, modules, pac llustrative programs:

word count, copy file. ' ;

Total | 50
Text Book(s): YT

. Allen B. Downey, ''Think Python: How to Think ne a-Computer Scientist”, 2nd
edition,Updatedfor Python 3, Shroft/Q Reilly Publishers, . 2016
(http://grcenteapress.com/wp/think- python/) - v

2. Guido van Rossum and Fred L. Drake Jr, “An Introduction to Python - Revised and updated
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for Python 3.2, Network Theory Ltd., 2011.

Reference Book(s):
Problem-Solving Focus, Wiley India Edition, 2013,
and expanded Edition, MIT Press, 2013

2012.

l. Charles Dierbach, “Introduction to Computer Science using Python: A Computational
2. John V Guttag, “Introduction to Computation and Programming Using Python’’, Revised
3. Kenneth A. Lambert, “Fundamentals of Python: First Programs”, CENGAGE Learning,

4. Paul Gries, Jennifer Campbell and Jason Montojo, “Practical Programming: An Introduction
to Computer Science using Python 37, Second edition, Pragmatic Programmers,LLC,2013

Focus of Course: Employability o \
Course Designer: Ué”"’
Mr.T.Anandhakrishnan M Ms.D.Geetha
Dept of Al HoD - CS

Course Outcomes (COs)

On successful completion of this course the students will be able to:

CO Blooms Taxonomy
Number Course Outcome (CO) Statement Knowledge Level
Develop algorithmic solutions to simple computational
0L problems K1
co2 Read, write, execute by hand simple Python programs K2
\FLE Structure simple Python programs for solving problems. K3
CO4 | Represent compound data using Python lists, tuples, K3
dictionaries files

Mapping Course Qutcomes with Program me Outcomes &program me Specific Qutcomes

COs/POs/ PSO | PSO | PSO | PSO
PSOs POl | PO2 | PO3 | PO4 | POS 1 2 3 4 PSOs
CO1 L M M S M M L S M M
CO2 L M M M M M L M M M
CO3 M M M S M S M S M M
CO4 M M S M M S M S M M
/’//’;‘;ﬂfz}% <2
S -Strong; L —Low; M —Medium //"' 2t 3y A r.?'g\\:‘\
/i %‘\ /—-—-"{;-.:\ /7://- \\\\
1 '\_". A~ > \.“\ (ﬂ," \\\.
f:"'.«-;f‘-\ . ___/_’_. \\‘0 E)
;’-" ' J’ \’ \\




SEMESTER III

Course Lecture | Tutorial | Practical

Course Type Category Credit
Code Name (L) (T) P

Machine
21BAM3C30 | Core9 learning Theory 60 - - 5

Technigues

Preamble: This course provides the student with to know the strong foundation of Machine
learning Techniques.

Prerequisite: ML knowledge

Sylabus:

Unit

Course contents

Hours

INTRODUCTION: Learning, Types of Machine Learning -,
Supervised Learning, The Brain and the Neuron, design a Learning
System —, Perspectives and Issues in Machine Learning, Concept
Learning Task, Concept Learning as Search, Finding a Maximally
Specific  Hypothesis -, Version Spaces and the Candidate
Elimination Algorithm, Linear Discriminants, Perceptron, Linear
Separability, Linear Regression

I

LINEAR MODELS: Multi-layer Perceptron, Going Forwards,
Going Backwards: Back Propagation Error Multilayer Perceptron in
Practice, Examples of using the MLP, Overview, Deriving
Backpropagation, Radial Basis Functions and Splines, Concepts,
RBF Network, Curse of Dimensionality, Interpolations and Basis
Functions, Support Vector Machines.

12

I

TREE AND PROBABILISTIC MODELS: Learning with Trees,
Decision Trees, Constructing Decision Trees, Classification and
Regression Trees, Ensemble Learning, Boosting, Bagging, Different
ways to Combine Classifiers, Probability and Learning, Data into
Probabilities, Basic Statistics, Gaussian Mixture Models, Nearest
Neighbor Methods, Unsupervised Learning, K means Algorithms,
Vector Quantization, Self-Organizing Feature Map.

12

Iv

DIMENSIONALITY REDUCTION AND_EVOLUTIONARY
MODELS: Dimensionality Reduction, Linear “Discriminant
Analysis, Principal Component JAnalysis; -, FactorAnalysis,
Independent Component Analysis; 'Locallg™Ciheai~. Embedding,
Isomap, Least Squares Optimizat’ioﬁ, Evolutiba 'Tearning, Genetic
algorithms, Genetic Offspring: - Genetic Operators, Using Genetic
Algorithms, Reinforcement Learning, Markov Deciyign Process

12

MACHINELEARNING IN PRACTICE: Machine learning in

Balanced, unbalanced datasets

practice: Design and analysis of machitg1 leami:lg experiments,
fF

Total

60

5%




Text Book(s):

1. EthemAlpaydin, —Introduction to Machine Learning 3e (Adaptive Computation and
Machine

Learning Serics)l, Third Edition, MIT Press, 2014

2. Peter Flach, —Machine Learning: The Art and Science of Algorithms that Make Sense of
Datal,

First Edition, Cambridge University Press, 2012.
3.Stephen Marsland, —Machine Learning — An Algorithmic Perspectivel, Second Edition,
Chapman and Hall/lCRC Machine Learning and Pattern Recognition Series, 2014.

Reference Book(s):
Tom M Mitchell, —Machine Learning, First Edition, McGraw Hill Education, 2013,

Focus of Course: Data scientist

Course Designer: D\S._/
Mrs. A. Priyadarshini W MS. D.Geetha
PC-Dept of Al HoD - CS

OPEN SOURCES
URLS:

http://www.cs.cmu.edu/~tom/pubs /MachineLearning.pdf

https://www udacity.com/course/ intro-to-machine-learning—udi2o

ttps:// towardsdatascience.com/types-of-machine-learning-a]gorithms-you-should—
know-953208248861

https://www.forbes.com/sites/ peterhigh/2017/10/30/carnegie-mellon-dean-of-
computer-science-on-the-future-of-ai

Course Qutcomes (COs)

On successful completion of this course the students will be able to:

— Course Outcome (CO) Statement Blooms Taxonomy
Number Knowledge Level
Distinguish between, supervised, unsupervised and semi-
cOl supervised learning Kl

co?2 Apply the appropriate machine learning strategy for any

2
given problem K2K3
co3 | Suggest supervised, unsupervised or semi-supervised learning K4

algorithms for any given problem

N s B e e N B

CO4 Modl_fy existing mfg@;uﬁg%ag{lgg% a:hg@"lthms to irnprove

classification effigienay’ ~ ’6’,;.,/.“\*% K4

e ERPS AN
g ; ’,—‘ ;'-\

Mapping Course Outcc::fmes{with Prﬁg}ami O tcomés &Programme Specific Qutcomes
| 1 / ii

\ ! i
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COs/POs/
PSOs

PSO | PSO

PO1 | PO2 PO4 | POS

PSO

PSO5

CO1

CO2

CO3

L
L
M

2|2

CO4

Z2|w|g|w
z|lz|z|z
wlw|z|z
z |z ||

M M S

- -G -

ZIE|E|X

S —Strong; L —-Low; M -Mediu

SEMESTER III

Course
Code

Tutorial

(T

Lecture

(L)

Course

Name Category

Type

Practical

(P)

Credit

21BAM3C40

Programming
in Python
Lab

Corel0 Practical = 5

30

Preamble: To apply the basic knowledge of Mathematics, Science and engineering
fundamentals in Computer Science and Engineering field

Prerequisite: Basic programming skills and logical thinking.

Syllabus:

Ex.
No

Course contents

Hours

—

Compute the GCD of two numbers.

Find the square root of a number (Newton’s method)

Exponentiation (power of a number)

Find the maximum of a list of numbers

Linear search and Binary search

Selection sort, Insertion sort

Merge sort

First n prime numbers i

Ol el 3] vl | ] W

Multiply matrices ~ N

Y
<

Programs that take command line argumen{\%v}ora count)

—
—

Find the most frequent words in a text read from a f\ilf:;j

3]

Simulate elliptical orbits in Pygame

| W ]| W] W] W] W] W] Wl W] w| KN

Total

(7]
i

c\,w‘r"v f

60




Focus of Course: IT employee

Course Designer:

Mr.T.Anandhakrishnan ‘o/f/ Ms.D.Geetha
Dept of Al < HoD —CS

Course Outcomes (COs)
On successful completion of this course the students will be able to:
Blooms
CO Number | Course Outcome (CO) Statement Taxonomy
Knowledge
Level
COl1 Write, test, and debug simple Python programs. K2
Co2 Implement Python programs with conditionals and loops. K2
Co3 Use Python lists, tuples, dictionaries for representing K3
compound data.
CO4 Read and write data from/to files in Python. K3

Mapping Course Outcomes with Programme Outcomes &Programme Specific Outcomes

Cgfs”:)(s’s PO1 | POZ | PO3 | PO4 | PO5 | | PSOI | PSO2 | PSO3 Pio PSOS
cot | L {M|M| s | M M L s | M | M
coz | L |IMIMI|I M| M M L | M| M| M
co3 | M | M IM| s | m S M S | M | M
coa | M | M| S| M| M S M| s | M| M

= %y Ir I .. R
§ —Strong; L Low: M —.-‘l-fpd;r@/‘xqj ":‘x _f’/?\\\
o \fg\
= '||1|
fray |
N opgy 17

\ 5 3

\h.
e, T Tl
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SEMESTER - 111
For B.Sc Al & ML

Course Code | Course Name | Type Course | Lecture | Tutorial | Practical | Credit
Category | (L) (T) (P)
Mathematics | Allied
21BMAGAQI1 | for Machine 50 10 - 4
Learning

Preamble;: This course aims to
v" Provide a fundamental statistical concepts and skills presented in the context of real-
world applications.

v" Gain a working knowledge of core techniques behind statistics and develop a basic
ability to quantify certain phenomena associated with the statistics

Prerequisites;Basics of statistics, Logics of discrete mathematics

Syllabus:

Unit

Course Contents

Hours

Introduction — Population — Sample — Parameter and Statistic
- Sampling distribution - Null hypothesis — alternate
hypothesis — Type I & II errors — Size of Type [ & Type 11
errors — Critical region - One tail and Two tail test — Large
Sample tests for : Specified Mean, Equality of Population
Means, Specified Proportions — Equality of two Proportions —
Contidence Interval — definition - Simple Problems

12

11

Small Samples: t — test. Test for Specified mean, Test for
equality of Population means - Test for paired observations —
Chi — Square Test: Test for significance of difference
between observed and expected frequencies — Test for
independence of attributes — 2 X 2, 2 X 3 and

3 X 2 contingency table - Simple Problems.

12

m

Analysis of Variance: Definition — One way classification —
Two way classification - related problems.

12

v

Finite Automata: Definition — Representation of a Finite
Automaton — Acceptability of a string by a Finite Automaton —
Language accepted by a Finite Automaton — Nondcterministic
Finite Automata — Acceptability of a string by NFA -
Procedure for finding an FA equivalent to a given NFA —
Problems

12

Phrase — Structure Grammars — Derivations in a grammar G —
Chomsky Hierarchy of Languages — Finite Automata and
Regular Languages — Derivation trees for., -COMEXE ~tree
Grammars —
Worked examples

Normal Forms for COntext frcc Gt‘qr‘nrrars — s

12

A2 |*Tota

60

Text Book(s): '

1. P.R. Vittal, Mathematical Statistics, Margham Pub
Unit 1 Pages: 24.1 —24.41, 24.45 - 24.50.
Unit 11
Unit IIT  Pages: 26.14 - 26.19

2. Dr.M.K Venkataraman, Dr.N.Sridharan and N. Chandras

Pages 25.1 —25.40,27.18-27.33 -

The National Publishing Company, Chennai, 2006,

Unit 1V Chapter —12; Sections 2-8, 10, PP 12.1

{ICBIIOHS Chennal 2015.

12.18,12.20-12.25.

aaran Dlscrete Mathematics,

62




Unit V__ Chapter — [2: Sections 16 - 20, PP 12.43 — 12.68.

Reference Book(s):

1. S.P.Gupta Statistical Methods Suitan Chand & Sons, New Delhi, 44" Revised Edition,
2014.

2. Gupta, S.C. and Kapoor V.K., Fundamentals of Mathematical Statistics, S. Chand &
Sons, 2016,

3. R.S.Bharadwaj, Business Statistics, Excel Book, 2006.

4. Dr.N.Murugesan, Principles of Automata Theory and Computation, Sahithi Publication,
Coimbatore, First Edition, 2004

Learning Methods (*): Assignment/Seminar/Quiz/ etc.,

Focus of Course: Research and CSIR/NET Exams

Course Designer:Prof,K Sivasamy / DL.O.V. ShanmugaSundaram, Dr. R,

SenthilAmutha %J
Dean Maths / Associate Professor &Programme Coordinator / PG Mathemat; oS
Chairman

SEMESTER IH
Course _ Lecture | Tutorial | Practical .
Code Type | Course Name | Category (L) (T) (P) Credit
Computational
20BAM3S10 | SBCI | Intelligence Practical - - 35 2
Lab
Preamble: To apply the basic knowledge of Mathematics, Science and engineering
fundamentals in Computer Science and Engineering field
Prerequisite: Basic programming skills and logical thinking,
Syllabus:
Ex.
Course contents Hours
No
; Implement Decision Tree learning .
2 Implement Logistic Regression 3
3 Implement classiﬁcation using Muitilayer perceptron 3
4 Implement class;ﬁtatpp asl_@g‘svm 3
5 Implement Acfaboest‘ m\r Sy 3
6 Implemenl Baggmg using aﬁd‘om\ﬁe’;e%‘s 3
7 Implemem‘t qu‘neans Clizgtzenpﬁ 59 13 mFl Na#ural Patterns in Data 5
8 Evaluatmg malgo )thm with balanced dﬁd unbalanced datasets 3
9 | Implement knear‘bs ors’ :;l.go.nthm”l 3
10 | Implement H[ét:grchwal cluste(m.gﬂ 2 3
1T | Implement KNN algorlfﬁm x5 3
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12 | Implement Linear Regression 3
Total 35
Focus of Course; Data Architect
Course Designer:
Mr. .T .Anandha Krishnandw Ms.D.Geetha
Dept of Al HoD —CS
Course Outcomes (COs)
On successful completion of this course the students will be able to:
Blooms
CO Number | Course Qutcome (CO) Statement LT
Knowledge
Level
co1 Identify real-world applications of machine learning. K2
Cco2 Tdentify and apply appropriate machine learning K2
algorithms for analyzing the data for varicty of problems
Implement different machine learning algorithms for
cO3 analyzing the data. K3
CO4 Design test procedures in order to evaluate a model K3

Mapping Course Qutcomes with Programme Outcomes &Programme Specific Qutcomes

COs/POs | poy | poz | P03 | P4 | POs | | pso1 | psoz | psos | 5O | psos
{ PSOs 4
corL | L imM| M| s | M M Ll s | M| M
coz | L | MIMIM| M M L | M | M| M
cos | M| M| M| sS!| M S M| s ™| M
co4 | M| M| s | M| M S M| s | M| M
LN
S —Strong; L —Low; M -Medium S @)_J.__—
RTINS T
ﬁ.wv‘t
04 L




SEMESTER 1V

Lect . . .
Course Type Course Name Sl I ure T:lt%'a Prla(cl:;ca Crtedl
Code u w | ¢
21BAMA4C10 ?f’“’ R PROGRAMMING | Theory | 45 5 - 5

Preamble: This course provides the student with to know the strong foundation of algorithmic
roblem-solving using R

Prerequisite: R Language

Syllabus:

Unit Course contents Hours

Introduction: Introducing to R ~ R Data Structures — Help functions
in R — Vectors — Scalars — Declarations — recycling — Common
1 Vector operations — Using all and any - Vectorized operations — NA 10
and NULL values — Filtering — Vectorized if-then else — Vector
Equality — Vector Element names

Matrices, Arrays and Lists: Creating matrices — Matrix operations
— Applying Functions to Matrix Rows and Columns — Adding and
deleting rows and columns — Vector/Matrix Distinction — Avoiding
Dimension Reduction — Higher Dimensional arrays — lists — Creating
lists — General list operations — Accessing list components and values
— applying functions to lists - recursive lists

il 10

Data Frames: Creating Data Frames — Matrix-like operations in
frames — Merging Data Frames — Applying functions to Data frames

Factors and Tables - factors and levels ~ Common functions used
with factors - Working with tables - Other factors and table related
I functions - Control statements — Arithmetic and Boolean operators 10
and values — Default values for arguments - Returning Boolean
values — functions are objects — Environment and Scope issues —
Writing Upstairs - Recursion — Replacement functions — Tools for
composing function code — Math and Simulations in R

OOP: S3 Classes — S4 Classes — Managing your objects —
Input/Output — accessing keyboard and monitor — reading and
v writing files —.aeCessmp~the internet — String Manipulation — 10
Graphics -_Gr'/é'agi?)g raphgs 7 Sustomizing Graphs ~ Saving graphs
to files — Credtiy ifstoty, plots

Interfacing: Int toqthenyanguages — Parallel R — Basic
Vv Statistics — Linear Mode! ~ Gen&rilizéd Linear models — Non-linear 10

model§ — Time Serigg gnd Auto-correliition — Clustering
A el I
i £ j Total| 50

i !

4 1

X S |
T

i

Teat Book(s): %, . . %M 7o p,
1.Norman Matloff, “The-Att.of R Frogramming’A Tour of Statistical Software Design”, No
Starch Press, 2011 2N P

2 Jared P. Lander, "R for Everyone: Advanced Analytics and Graphics”, Addison-Wesley
Data & Analytics Series, 2013

03
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Reference Book(s):
1.Mark Gardener, “Beginning R — The Statistical Programming Language”, Wiley, 2013
2 Robert Knell, “Introductory R: A Beginner's Guide to Data Visualization, Statistical
Analysis and Programming in R”, Amazon Digital South Asia Services Inc, 2013.

Focus of Course: Data scientist

Course Designer:
Mrs. A. Privadarshini, PC-Dept of Al \(“k
Y P A

Ms.D. Geetha
HoD - CS

Course Qutcomes (COs)
On successful completion of this course the students will be able to:
coO Blooms Taxonomy
Number Course Qutcome (CO) Statement Knowledge Level
Understand the basics in R programming in terms of
CO1 . . Kl
constructs, control statements, string functions
COZ | reamnto apply R programming for Text processing K2
cO3 | Able to appreciate and apply the R programming from a K3
statistical perspective
CcO4 . . K3
Understand the use of R for Big Data analytics

Mapping Course Outcomes with Programme Qutcomes &Programme Specific Qutcomes

C?,gg?s" PO1 | PO2 | PO3 | PO4 | POS P?O PgO P§0 PﬁO PSOS
CO1 L M M S M M 15 S M M
CO2 L M M M M M 5 M M M
CO3 M M M S M S M S M M
CO4 M M S M M S M S M M

8§ —Strong; L —~Low; M -Medium

]




SEMESTER - IV
SYLLABUS:Discrete Structures and Applications

Course Code (Il;loaumrie Category Le(cSre Tu(t;;-nal Pr:;{l:)t)lcal Credit
Discrete
Structures
2IBMAGAN0O and Employability | 50 10 - 4
Applications
Preamble:This course aims at facilitating the student to learn the concepts in Discrete

Mathematics and apply the fundamental ¢

concepts in Number theory

oncepts in graph theory and apply the fundamental

Prerequisite: Basic concepts in Mathematics at HSC level and

theory, matrices and basic set operations in Mathematics

know the concept of number

Unit

Course contents

Hours

Relations: Cartesian product of two sets — Relations — Representation of
Relation — Operations on Relations — Equivalence of Relation — Closures and
Warshall’s Algorithm — Partitions and equivalence classes

12

11

Coding Theory: Introduction — Hamming distance — Encoding a Message ~
Group codes ~Procedure for Generating Group Codes — Decoding and error
correction — An example of Simple Error Correcting Code.

12

HI

Mathematical Logic: Introduction — True / False - Statements — Connectives
Atomic and Compound Statements — Well Formed (Statement) Formulae -

The truth table of a formula - Tautology — Tautological implications and

equivalence of a formula — Normal forms — Principal Normal Forms,

12

v

Graph Theory :Graphs and sub graphs - Operations on Graphs -
Isomorphism of Graphs - Walks, paths and cycles - Trees - spanning trees of
graph - Algorithm for finding a spanning tree of a connected graph -
Krushkal’s algorithm mﬁpﬁmal tree of a weighted graph.

12

Number Theorygﬂf\'gsﬂ)ﬁl DiyisibHity of integer — Division algorithm —

examples

Common divisor”, @
Primes and Compofite :
prime - Euclid’s theorem — Unique factyriza
LCM of two integers —

!

‘divisgr— The Euclidean algorithm ~
éﬁr‘ﬁl of Prime, Composite, Twin
\ion theorem — To find GCD &
Posity reseéntiatipn of on int — Worked
quon?hﬁn es?n‘ jl '\?n of on integers orke

Yoo
N\ G

Total

60
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Text Book:
Unit -1, IL, 111
l. Dr.M.K, Venkataraman, Dr. N. Sridharan, N. Chandarasekaran, Discrete Mathematics,
The National Publishing Company Chennai, 2006.
Unit — 1 Chapter 2: 2.1, 2.6., 2.10,2.13,2.21, 2.29, 2.40
Unit -II Chapter 8: 8.1, 8.2, 8.3,85,8.6,8.8, 8.11
Unit - ITI Chapter 9: 9.1, 9.4, 9.13,9.14,9.21, 9.25, 9.30, 9.34,9.40,9.42,9 49
Unit -1V
2. S Kumaravelu&SusheelaKumaravelu, Graph Theory, JankiCalender Corporation,
Sivakasi, 1999
Page No. 1 to 54, 56 to 64, 66 to 77, 88 to 90

Unit-V
3. Kumaraveluy and SuscelaKumaravelu, Elements of Number Theory, Raja Sankar offset
Printers, 2002.

Unit ~ V Number Theory Chapter 3 Page no 45-57 Chapter 4 Page no 60-75
Theory -40%,Problems -60%

Reterence Book(s):

I. J.P.Tremblay, R Manohar, Discrete Mathematical Structures with Applications to Computer
Science, McGraw Hill International Edition, 2007.

2.Dr. A. Singaravelu, Dr.V Ravichandran, Dr, T.N. Shanmugam, Discrete Mathematics,
Meenakshi agency 2008, 5™ edition

3.NarsinghDeo, Graph Theory with applications to engineering and computer science, Prentice
hall of India, New Delhi, 2003

4. Ivan Nivan and Herbert S. Zuckerman, An introduction to the Theory of Numbers, Third
Edition Wiley Easter Ltd. 1972

Learning Methods (*):
. Assignment/Seminar/Quiz/Group Discussion/Case-Study/Self-Study/etc.,

Focus of Course: Employability

e-Resource/e-Content URL: https://www.youtube.com/watch v=0COWKICC9Ac

Course Designer: -
Prof. K. Sivaswamy,R Karpagam, %
Dean Mathematics, STC, Asst.ProfDepartment of Mathematics BoS Chalrman

it




Course Outcomes (COs)

On successful completion of this course the students will be able to:

Blooms
CO Taxonomy
Number Course Outcome (CO) Statement Knowledge
Level
Understand the concepts of sets and relations Know the
col : . K1
concepts of mathematical logic.
CO2 Know the concepts of mathematical coding theory K1
CO3 Know the concepts of mathematical logic K2
Know the basic concept of graph theory and the types of
CO4 graphs and Relate connectedness, connectivity and various K3
matrices
Find results involving divisibility and greatest common
divisors and
Cos Find integral solution to specified linear Diophantine LS
equations
Mapping with Program Outcomes: (For DCFS)
Cos/POs PO1 | PO2 | PO3 | PO4 | PO5 | PSOIL PSO2 | PSO3 | PSO4 | PSOS5
col L L [s |m |s |s L S S M
coz M M |s [M |M |s M M ML
co3 M M (M L |L |m L S M |s
Co4 L M |s |M s |s M M L S
cos L s |s |M |m |s S M M_ L

S - Strong; L - Low; M — Medium
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SEMESTER IV

Course Lecture | Tutorial | Practical .
g::il:se Type Name Category (L) (T) (P) Credit
Advanced
21BAMA4C20 | Corel2 | Data Theory 45 5 - 5
structures

Preamble: This course provides the student to know the strong Data structure programming
skills using updated computing knowledge to program in various fields

Prerequisite: Data structures

Syllabus:

Unit Course contents Hours

FUNDAMENTALS: Review of order rotation & growth of
functions, recurrences, probability distributions, Average case
analysis of algorithms, Basic data structures such as stacks, queues,
linked lists, and applications.

10

TABLES& TREES: Direct access tables and hash tables, hash
functions and relates analysis, Binary Search trees and Operations,
AVL Trees and balancing operations, R B Trees, properties,
operations

I 10

ADVANCED TREES & GRAPH - B — Trees — definition —
properties, operations, data structures for disjoint sets, Graph
algorithms, MST single source all pair shortest paths, BFS, DFS,
topological sort, strongly connected components.

I 10

SORTING: Quick sort randomized version, searching in linear time,
More graph algorithms — maximal independent sets, coloring vertex

IV cover, introduction to perfect graphs.

ALGORITHMS: Algorithmic paradigms Greedy Strategy, Dynamic
programming, Backtracking, Branch-and-Bound, Randomized

algorithms. =

Total 50

Text Book(s): ”

L. H.S. Wilf, Algorithms and complexity, Prquiéq .haj»l.&‘« \/ S
2. T.H. Cormen, C.E. Leiserson, R. L. Rivest;’lntroduc ort to' Algorithms, Prentice hall.
3. K. Vishwanathan lyer, Lecture notes for classfoom use. _

Reference Book(s): o 3
T. H. Cromen, C. E. Leiserson and R. L. Rivest, Introduction t Algorithms, MIT Press and
McGraw-Hill Book Company, 1992

Focus of Course: System administrator
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Course Designer: 3:;:)@(\ @;S 1

I
Mrs. A. Priyadarshi D. Geetha
PC-Dept of Al HoD - CS
Course Outcomes (COs)
On successful completion of this course the students will be able to:
CO Blooms Taxonomy
Number Course Outcome (CO) Statement Knowledge Level
Students are familiar with algorithmic techniques such as
CO1 | brute force, greedy, and divide and conquer. K1
Application of advanced abstract data type (ADT) and data
CO2 structures in solving real world problems. K2
Effectively combine fundamental data structures and
CO3 | algorithmic techniques in building a complete algorithmic K3
solution to a given problem
CO4 | To introduce and practice advanced algorithms and
programming
techniques necessary for developing sophisticated computer K3
application programs

Mapping Course Outcomes with Programme Outcomes & Programme Specific Qutcomes

C([),SS’ (';‘S)S/ POI1 | PO2 | PO3 | PO4 | POs | | T ?0 P§O P§O Pio PSOS5
cor | L |M]|M]|s | M M| L | s | M M
coz | L |[M|[MI[M]| M M| L | M| M M
co3 [ M| M| M| s | M s | M| s | M M
coa (M| M| s | M| M s | M| s | M M

S =Strong; L —Low, M ~Medium




SEMESTER IV

Course Lecture | Tutorial Practical .
Course Type Name Category (@) (T) (P) Credit
Code
Deep
_2:BAM4C3O ‘ Corel3 Learning Theory 45 5 - 5
Preamble: This course provides the student to know the strong data science working
methodologies using deep learning.
&erequisite: Deep Learning
Syllabus:
r Unit Course contents Hours"

Introduction to machine learning- Linear models (SVMs and
Perceptron’s, logistic regression)- Intro to Neural Nets: What 3
| shallow network computes- Training a network: loss functions, back 10
propagation and stochastic gradient descent- Neyral networks as
universal function approximates
History of Deep Learning- A Probabilistic Theory of Deep Learning-
Backpropagation and regularization, batch normalization- V(
I Dimension and Neura) Nets-Deep Vs  Shallow Networks, 10
Convolutional Networks- Generative Adversarial Networks (GAN),
Semi-supervised Learning
Linear (PCA, LDA) and manitolds, metric learning - Auto encoders ‘i
and dimensionality reduction in networks - Introduction to Convnet -
T Architectures — Alex Net, VGG, Inception, Res Net - Traim'ng a 10
Convnet: weights tnitialization, batch normalization, hyperparameter
optimization
Optimization in deep learning— Non- convex optimization for deep
networks-  Stochastic Optimization Generalization in neural
networks-  Spatial Transformer Networks- Recurrent networks,

v LSTM - Recurrent Neural Network Language Models- Word-Level =
RNNs & Deep Reinforcement Learning - Computational & Artificial
L Neuroscience.
v Real time image applications ~Deep learning in agriculture, face 10
recognition object detection etc.
Total 50
Text Book(s):

ons, Now Publishers, 2013,
€ep Learning; MIT Press, 2016,
ng, Detem_]ination Press, 2015.

I. Deng & Yu, Deep Learning: Methods and Applﬁﬁ
2. Ian Goodfellow, Yoshua Bengio, Aaron Gourvi ¢
4. Michael Nielsen, Neural Networks and Deep Learn:
Reference Book(s): d ,
1.Deep Learning (Adaptive Computation and Machine Learning Series) by Ian Goodfeilow,
Yoshua Bengio and Aaron Courville, MIT Press, 2016 | ’

Bocus of Course; Data scientist
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Course Designer: R Ve
Mr, T. Anandhakrishnarz«‘( Ms .D, Geetha
Dept of Al HoD — CS

Course Outcomes {COs)

On successful completion of this course the students will be able to:

CO Blooms Taxonomy
Number Course Outcome (CO) Statement Knowledge Level

Understand basics of deep learning Implement various deep

COl1 : Kl
learning models

o2 Realign high dimensional data using reduction techniques K2

€03 Analyze optimization and generalization in deep learning K3

co4 Explore the deep learning applications K3

Mapping Course Outcomes with Programme Qutcomes &Programme Specific Qutcomes

C?,ssfg?s’ PO! | PO2 | PO3 | PO4 | POS Pfo Pgo P§O Pio PSOS5
cot | L | M| M]|s | M M| L |s | M M
coz | L | MIM|IM]| M M| L | M| M M
co3 [ M| MIM[|s | M s [ M| s | ™ M
co4 | M [ M| s | M M S [ M | s | M M

§ =Strong; L ~-Low; M -Medium
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SEMESTER IV

f‘Course Cate | Lectur Tutori Practica | Credi
Code Type | Course Name gory | e() |al(m) | 1) ;
R Practi
2IBAMAC40 | Corel4 | PROGRAMMING c":l" - - 35 2
Lab

Preamble: To apply the basic knowledge of Mathematics, Science and engineering
fundamentals in Computer Science and Engineering field

Prerequisite: Basic programming skills and logical thinking.

Syllabus:
2 Course contents Hours j
No
1 Introduction to R sofiware 2
2 Implement graphs and diagrams and measures central tendency using R 3
3 Implement Measures of dispersion 3
4 Implement correlation, regression, curve fitting 3
5 Implement Time series and forecasting using R 3
6 | Implement Statical tests using R 3
7 Implement Stratitied random sampling using R 3
8 Evaluating Analysis of variance using R 3
9 Implement sampling distribution and central limit theorem <
10 | Implement probability distributions using R 3
11| Implement Theory of estimation using R 3
LL? Implement Financial functions using R B ol mptn 3
Total e ‘ i L T
. — % e o
B 1 p—— B 7
Focus of Course: Data analyst - l ' |
Course Designer: 45{ _ IP —
Mr.T.Anandha K:ishnarz\k _ il Ms.D.Geetha
@ept of Al :

ﬁ?ﬁﬁ HoD - CS
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Course Outcomes (COs)
On successful completion of this course the students will be able to:
Blooms
Taxonomy
CO Number Course Outcome (CO) Statement Knowledge
Level
coi Identify statistical applications of R. K2
Identify and apply appropriate R learning algorithms for
CcoOz K2
analyzing the data for variety of problems
CO3 Implement different statisticalfor analyzing the data K3
CO4 Design test procedures in order to evaluate a model K3

Mapping Course Qutcomes with Programme Outcomes &Programme Specific Outcomes

ﬁ?;“‘él(’)‘s)s PO1 | PO2 [ PO3 | PO4 | PO5 | | PSO1 | PSO2 | Pso3 | P io PSO5
cot |L|M|M|s | m M | L[ s | M| M
coz2 [ L |M[M|M]| M M | L | M| M| M
co3s | M | M| M[|s | M s | M| s | M| M
co4 | M| M| s | M| ™M s | M| s | M| M

S —Strong; L —Low; M —Medium




SEMESTER 1V

Course Type | Course Name Category Le:ﬁ;]re Tu(t;nal Pra;tlcal Credit

Code ) (P)

20BAM4S10 | SBC | Soft Theory | 45 5 . 5
Computing

Preamble: To implement soft computing-based solutions for real world problems. T give
students knowledge about non-traditional techniques and fundamentals of artificial neural
networks, fuzzy logic and genetic algorithms.

Ererequisite: Basic Knowledge of Mathematics

Syllabus:

Unit Course contents Hours —’
INTRODUCTION TO SOFT COMPUTING AND NEURAL

I NETWORKS: Evolution of Computing:  Soft Computing 10
Constituents, From Conventional Al to Computational Intelligence:
Machine Learning Basics
FUZZY LOGIC: Fuzzy Sets, Operations on Fuzzy Sets, Fuzzy

1 Relations, Membership Functions: Fuzzy Rules and Fuzzy 10

Reasoning, Fuzzy Inference Systems, Fuzzy Expert Systems, Fuzzy
Decision Making,

NEURAL NETWORKS: Machine Learning Using Neural Network,
Adaptive Networks, Feed forward Networks, Supervised Learning
I Neural Networks, Radial Basis Function Networks: Reinforcement 10
Leamning, Unsupervised Learning Neural Networks, Adaptive
Resonance architectures, Advances in Neural networks

GENETIC ALGORITHMS. Goals of Optimization, comparison
with traditional methods, schemata, Terminology in GA — strings,
v structure, parameter string, data structures, operators, coding fitness i0
function, algorithm, applications of GA in Machine Learning:
Machine Learning Approach to Knowledge Acquisition,

MATLAB /PHYTHON LIB. Introduction to MATLAB/Python,
v Arrays and array operations, Functions and Files, Study of neural 10
network toolbox and fuzzy logic toolbox, Simple implementation of
Artificial Neural Network and Fuzzy Logic

Total i 50

Text Book(s): 1. Principles of Soft Computing, S. N. Sivananda & S.N. Deepa, Wiley India
Pvt. Limited, 2007. T ey

N

Reference Book(s): i
1.Jyh Shing Roger Jang, Chuen Tsai Sun, Eiji Mizutanj, Ne -Fuzzy and Soft Computing,
Prentice Hall of India, 2003,

2.George J. Klir and Bo Yuan, Fuzzy Sets and Fuzzy Ldgic: Theory and Applications,
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Prentice Hall, 1995. 3. MATLAB Toolkit Manual

4. Timothy J.Ross, Fuzzy Logic with Engineering Applications, McGraw-Hiil

5. Goldberg, D. E, Genetic algorithm in search, optimization and machine learning, Addison
Wesley, Reading Mass

6. S.N. Sivanandam, S.N.Deepa , Principles of Soft Computing, 2e, Wiley India Pvt. Ltd. 7.
S. RAJASEKARAN, G. A. VIHAYALAKSHMI PAI, NEURAL NETWORKS, FUZZY
LOGIC AND GENETIC ALGORITHM: SYNTHESIS AND APPLICATIONS, PHI
Learning Pvt. Ltd

Focus of Course: Language translator

Course Designer: P é_) é__,___.f
Mr. A. Priyadarshinim s. D. Geetha
Dept of Al \ HoD - CS
OPEN SOURCES:

List of Open-Source Software/learning website

1. http://www.iitk.ac.in/kangal/codes.shtml

2. http://lancet.mit.edu/galdist/galibdoc.pdf

3. https://books.googlc.co.in/books?hl=en&lr=&id=W5SAthBVYOC&0i=fnd&pg-—PRl 1&
dq=SOft+computing+c0urse+&ots=et_2ijy_4&sig=jDXLrGIeD3zc4QUxvcEvCSFrFY#v=on
epa ge& q=SOft%20computing%20course&f=false

Course Outcomes (COs)
On successful completion of this course the students will be able to;
CO Blooms Taxonomy
Number Course Outcome (CO) Statement Knowledge Level
Identify and describe soft computing techniques and their
CO1 . P : . Ki
roles in building intelligent machines
Apply fuzzy logic and reasoning to handle uncertainty and
CO2 . . . K2
solve various engineering problems.
co3 | Apply genetic algorithms to combinatorial optimization K3
probtems.
CO4 | Evaluatc and compare solutions by various soft computing K3
approaches for a given problem.

Mapping Course Qutcomes with Programme Qutcomes &Programme Specific Outcomes
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SEMESTER -V

gou rse Type i(;ul;s;e Category Le(cgl;lre Tu(t;;'xal Pra;;t; = Credit
ode
Natural T
2IBAMSCI0 | Corels language Theory 45 5 - 5
processing

Preamble: This course provides the students to know the strong NLP using hard and soft

computing engineering fields

Prerequisite: NLP

Syllabus:

Unit Course contents

Hours

INTRODUCTION;: Applications of NLP techniques and key issues
- MT — grammar checkers — dictation - document generation - NL
interfaces - Natural Language Processing key issues - The different
analysis levels used for NLP: morpho-lexical - syntactic - semantic -
pragmatic - markup (TEI, UNICODE) - finite state automata -
Recursive and augmented transition networks — open problems

10

LEXICAL LEVEL: Error-tolerant lexical processing (spelling error
correction) - Transducers for the design of morphologic analyzers
il Features - Towards syntax: Part-of-speech tagging (Brill, HMM) —
Efficient representations for linguistic resources (lexica, grammars,)
tries and finite-state automata.

SYNTACTIC LEVEL: Grammars (e.g. Formal/Chomsky
hierarchy, DCGs, systemic, case, unification, stochastic) - Parsing
(top- down, bottom-up, chart (Earley algorithm), CYK algorithm) -
Automated estimation of probabilistic._.model parameters (inside-
outside algorithm) - Data Ortented Parsing - Grammar formalisms
and treebanks - Efficient parsing for qontext-free prammars (CFGs) -
111 Statistical parsing and probabilistic } CEGs (PCFGs) - Lexicalized
PCFGs. SEMANTIC LEVEL gical forms - Ambiguity
resolution - Semantic networks aftd parsers - Procedural semantics -
Montague semantics - Vector {Space approaches - Distributional
Semantics - Lexical semaptics and Word Sense

Disambiguation - Comﬁosi;j'onal semantigs. Semantic Role Labeling
and Semantic parsing "ftx S a.?‘&ﬁ' o

12

PRAGMATIC LEVEL: Kngwiedbe épresentation - Reasoning -
Plan/goal recognition - speeth:-acts/intentions - belief models-
discourse ~ reference. NATURAL LANGUAGE GENERATION:

content determination - sentence planning - surface realization.

v

10

SUBJECTIVITY AND SENTIMENT ANALYSIS: Information
extraction — Automatic summarization - Information retrieval and
Question answering - Named entity recognition and relation
J_. extraction - IE using sequence labeling - Machine translation: Basic

08
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issues in MT - Statistical translation - word alignment - phrase-based
translation and synchronous grammars

Total 50

Text Book(s):

1. Daniel Jurafsky and James H. Martin, “Speech and Language Processing: An
Introduction to Natural Language Processing, Computational Linguistics and
Speech Recognition™, Prentice Hall, 2009.

2. lan H. Witten and Eibe Frank, Mark A. Hall, “Data Mining: Practical Machine
Learning Tools and Techniques”, Morgan Kaufmann, 2013,

Reference Book(s):

1. Christopher Manning and Hinrich Schiitze, “Foundations of Statistical Natural
Language Processing”, MIT Press, 2008.

2. James Allen, “Natural Language Understanding”, Addison Wesley, 1995,

Steven Bird, Ewan Klein, and Edward Loper, “Natural Language Processing with

Python - Analyzing Text with the Natural Language Toolkit”, O'Reilly Media, Sebastopol,
2009.

Focus of Course: Language translator

Course Designer: [g Y L
Mt.T.Anandha KrishnW s. D. Geetha

Dept of Al HoD -CS

Course Outcomes (COs)

On successful completion of this course the students will be able to:

CO . Blooms Taxonomy
Number Course Outcome (CO) Statement Knowledge Level
CO1 Understand approaches to syntax and semantics in NLP K1
Understand approaches to discourse, generation, dialogue and
COz2 L - K2
summarization within NLP,
Understand current methods for statistical approaches to
CO3 . - K3
machine translation
CO4 | To provide students with the knowledge on designing
procedures for natural language resource annotation and the K3
use of related tools for text analysis

Mapping Course Outcomes.with-Programme Qutcomes &Programme Specific Qutcomes

L .
NN
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COs/POs/ PSO | PSO | PSO PSO
PSOs PO1 | PO2 | PO3 | PO4 PO5 1 5 3 4 PS03
CO1 L M M S M M L S M M
CO2 L M M M M M L M M M
CO3 M M M S M S M S M M
CO4 M M S M M S M S M M
S -Strong; L ~Low; M —Medium
SEMESTER -V
Course . .
Course Lecture | Tutorial Practical .
Code | Type Name Category ) (T) P) Credit
Natural
21BAMSC20 | Corel¢ | 1anguage Practical ; ; 35 4
processing
Lab

Preamble: To apply the upgrade know

ledge of, Science and engineering NLP techniques in

Computer Science and Engineering ficld

Prerequisite: understand the neural functions and NLP techniques

Sylabus:
Ex. Course contents Hours
No
! Paragraph tokenizer 2
2| Chunk parsing 3
3 Sentence tokenizer 3
4 Stemming and tokenization process 3
& Tokenization 3
6 Wordiist corpus 3
7 | Sentence parsing e 3
8 Connectors and prepositions ’. “ ‘A_i \\\\ 3
Y Word analysis and word generati'o}‘{. s M / st 3
10 | N-grams . l ‘. : 3
'Y | Building chuker i . “ 3
12| Dependency Parsing G-M" ‘:.ff't?. 3
Total | S 35
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Focus of Course: Data analyst T~

Course Designer: N[
Mr.T. Anandha Krishnan w Ms: D. Geetha
Dept of Al A HoD - CS

Course Qutcomes (COs)
On successful completion of this course the students will be able to:
Blooms
CO Number Course Outcome (CO) Statement B ——
Knowledge
Level
Understand components of NLP and differentiate between
CO1 hard and soft computing cngineering fields and other K2
domains
The students will gain an in-depth understanding of the
co2 computational properties of natural languages and the K2
commonly used algorithms for processing linguistic
information.
co3 To analyze and appreciate the applications which can use K3
NLP
To understand NLP models and algorithms using both the
CO4 traditional symbolic and the more recent statistical K3
approaches

Mapping Course Outcomes with Programme Qutcomes &Programme Specific Qutcomes

Cgfél())?s POI | PO2 | PO3 | PO4| POS | | PSO1 | PSO2 | PSO3 | P 30 PSOS
cor | L M |{M|s ]| M M | L s | M | M
coz2 | L | M| M| M| M M | L | M| M| M
co3 | M| M[M][s | m S M| s [ M| M
co4 | M| M| s | M| M S M | s | M| M

S —Strong; L —Low; M -Medium




SEMESTER -V

Course
Code

Lecture | Tutorial

(L) (T) P

Course

Name Category

Type

Practical

Credit

2IBAMSC30

Cloud

el Computing

Theory 45 5 -

Preamble: The aim of the course is to make students unders

elements.

tand syntactic and semantic

Prerequisite: 19DS530 - Computer Networks

Syllabus:

Unit

Course contents

Hours

Virtualization for Cloud: Need for Virtualization, Pros and cons of
Virtualization, Types of Virtualizations, System VM, Process VM,
Virtual Machine monitor, Virtual machine properties, Interpretation
and binary translation, HLL VM, Hypervisors: Xen, KVM,
VMWare, VirtualBox, Hyper-V.

10

II

Cioud Architecture: Definition, Characteristics, Service models,
Deployment models, Types, Chailenges, Three-layer architecture,
Concepts & Terminologies -Virtualization, Load balancing,
Scalability and elasticity, Deployment, Replication, Monitoring,
Software defined networking, Network function virtualization,
Service level agreement, Billing

10

IH

Service Models: SaaS — Multitenant, Open SaaS, SOA. Paa$ - IT
Evolution, Benefits, Disadvantages. TaaS — Improving performance,
System and storage redundancy, Cloud based NAS devices,
Advantages, Server types. IDaaS - Single Sign-on, OpenlD.
Database as a Service, Monitoring as a Service, Communication as
Services.

10

v

Service providers - Google, Amazon, Microsoft Azure, IBM, Sales
force. Cloud Storage: Overview of cloud storage, cloud storage
providers, Cloud file system, MapReduce. Case study: Walrus,
Amazon S3, Hadoop.

10

Securing the Cloud: Identity and access management, Data loss
prevention, Web security, E-mail security; Security assessments,
Intrusion management, Security in-fbrmétioh' nd_Aé_:}ent management,
Encryption and BCDR  implemengtion . Network  Security.
Deployment Tools: Eucalyptus, Nimbds\/Of ep-stack; Cloud stack,
Open Nebula. S

10

Total

50

&2




Text Book(s):
1.Cloud Computing: Principles and Paradigms — Rajkumar buyya 2013 wiley publications.

Reference Book(s):
1. James E Smith, Ravi Nair, “Virtual Machines”, Morgan Kaufmann Publishers,
2006.

2. John Rittinghouse& James Ransome, “Cloud Computing, Implementation,
Management and Strategy”, CRC Press, 2010.

3.T. Velte, A. Velte, R. Elsenpeter, “Cloud Computing, A Practical Approach”,
McGrawHill, 2009.

4. Cloud Security Alliance, “Providing greater clarity in Security as a Service”, 2013.
5. RajkumarBuyya, Christian Vecchiola, S.ThamaraiSelvi, “Mastering cloud
computing”, Morgan Kaufman, 2013.
Focus of Course: Language translator

A
Course Designer: A [—

Mrs. A. Priyadarshini xg@e&x Ms. D. Geetha

PC-Dept of Al HoD - CS

Course Outcomes (COs)
On successful completion of this course the students will be able to:
2% Course Outcome (CO) Statement Blooms Taxonomy
Number Knowledge Level
CO1 Undcrst'and approaches to syntax and semantics in cloud K1
computing

CO2 Understand approaches to discourse, generation, dialogue and

summarization within cloud environment.

co3 | Understand current methods for statistical approaches to

machine translation K3

C0O4 | To provide students with the knowledge on designing
procedures for natural language resource annotation and the K3
use of related tools for text analysis

Mapping Course Qutcomes with Programme Qutcomes &Programme Specific Qutcomes

COs/POs/ PSO | PSO | PSO | PSO
psos | FO1|FO2| PO3 | RO4 | POS 1 | 2|3 | 4 Ps0s
cor | L | M | MIglymN M| L | s | M M
TR
co2 | L | M[M T M LM | M M
CO3 | M | M| M ins i MYshs [ M| s | M M
cod | M | Mls M s [ M| s | m M

A '\ o =
S =Strong; L —-Low; Ms—\-ﬂ/[eﬂzw\v\ o

0




SEMESTER -V

Course . .
Course Lecture | Tutorial | Practical .
Code Type Name Category L) (T) P) Credit
Cloud
20BAMS5S10 { SBC3 | Computing Practical - - 35 4
Lab
Preamble: To apply the upgrade knowledge of webservices, cloud platform based
techniques in Computer Science and Engineering field
Prerequisite: understand the cloudcomputing deployment and service models and cloud
techniques
Syllabus:
2% Course contents Hours
No
1 Study and implementation of Infrastructure as a Service. 2
Z Study of Cloud Computing & Architecture 3
3 Installation and Configuration of virtualization using KVM. 3
4 Study and implementation of Infrastructure as a Service 3
5 Study and implementation of Storage as a Service 3
6 Study and implementation of identity management 3
7 Study Cloud Security management 3
8 Write a program for web feed. 3
9 Study and implementation of Single-Sing-On, 3
10 | User Management in Cloud. 3
11 Case study Amazon EC2/Microsoft Azure/google cloud platform 3
12 | Install hypervisor on cloudsim 3
Total 35

Focus of Course: Data analyst

Course Designer:
Mr.T. Anandha K_rishnaKw

Dept of Al

|
R
As. D. Geetha

4
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Course Outcomes (COs)

On successful completion of this course the students will be able to:

Bloems
CO Number Course Outcome (CO) Statement Taxonomy
Knowledge
Level
Understand components of cloud infrastructures and
CO1 . A . K2
platforms in engineering ficlds and other domains
The students will gain an in-depth understanding of the
CO2 computational cloud scenarios and process for todays K2
technological information.
CO3 analyze the local and global impact of computing on K3
individuals, organizations, and society
CO4 To un@erstand cloud models and working models using K3
cloudsim.

Mapping Course Qutcomes with Programme Outcomes &Programme Specific Outcomes

COs/POs

PO1 | PO2 | PO3 | PO4 | POS PSO1 | PSO2 | PSO3 i1y PSO5
/ PSOs 4
Cot 1 M M S M M L S M M
CcO2 L M M M M M G M M M
CcOo3 M M M S M S M S M M
CO4 M M S M M S M S M M
S —Strong; L ~Low; M =Medium
’ \._'l-* Y - Vi \
i, ! | ._‘.. : -_I.II
g, o
B3




SEMESTER -V

ELECTIVE-1
Categ | Lectur | Tutoria | Practica | Credi
Course Code Type Course Name o e (L) 1(T) 1 (P) ¢
ROBOTICS
2IBAMSEAO Elective-1 | AND ITS
APPLICATION | Theoy | 45 5 3
S

Preamble: The aim of the course to introduce basic concepts, parts of robots and types of robots.
To make the students familiar with. various drive systems of robots, sensors and their applications
in programming of robots

Prerequisite:

NIL

Syllabus:

Unit

Course contents

Hours

Introduction, brief history, types, classification and usage, science
and technology of robots, Artificial Intelligence in Robotics, some
useful websites, textbooks and research journals

10

I

Elements of Robots-Joints, Links, Actuators, and Sensors:
Representation of joints, link representation using D-H parameters,
Examples of D-H parameters and link transforms, different kind of
actuators, stepper-DC-servo-and brushless motors- model of a DC
servo motor-types of transmissions-purpose of sensor-internal and
external  scnsor-common  sensors-encodQOers-tachometers-strain
gauge-based force torque sensor-proximity and distance measuring
sensors-and vision

10

M1

End Effectors: Classification of end effectors-tools as end effectors-
drive system for grippers-mechanical

adhesive- vacuum magnetic-grippers-hooks and scoops-gripper force
analysis-and gripper design- active and passive grippers

10

IV

Planning and Navigation: Introduction, path planning-overview-
road map path planning-cell decomposition path planning- potential
field path planning-obstacle avoidance-case studies

10

Vision system: Robotic vision systems-image

representation- object recognition- and _categorization-depth
measurement- image data compressmn-wsual mspecnon -software
considerations.

Robot Programming: Introduction to Qi/fénguaz,es-VAL-
RAPID-language-basic commands-motiofHstructions. - <pick and
place operation using mdustrlal robot marual mode: automatic
mode-subroutine

command based programmmg -move master command language-

10

introduction-syntax-simple problems ~ ,Mﬁ, =
. Total

50
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Text Book(s):
1.Richared D.Klafter. Thomas Achmielewski and Mickael Negin, Robotic Engineering an
Integrated approach prentice hall India- newdelhi-200].

2.Saeed B.Nikku, Introduction to Robotics, analysis, control and applications Wiley-India 2nd
edition-2011

Reference Books:

I.Industrial robotic technology-programming and  application by M.P. Groover etal,
McGrawhiii 2008

2.Robotics technology and flexible automation by S.R. Deb, TMH2009 [

Course Designer: Y{ i@‘ ]éﬁ_
Mrs. A.Priyadarshini N)\ s.9.Geetha
PC-Dept of Al N HoD - C§
Course Outcomes (COs)
On successful completion of this course the students will be able to:

co Blooms Taxonomy
Number Course Outcome (CO) Statement Knowledge Level
To make the students familiar with various drive
Co1i systems of robots, sensors and their applications in K1

programming of robots, and implementations of
robots Understand approaches in Robotics

Understand approaches to discourse, generation,
CO2 | dialogue and summarization of robotics. To discuss, K2
and implementations of robots.

co3 |Conduct and design the experiments for various robot

. K3
operations.
CO4 | To provide students with the knowledge on designing
procedures to use the advanced techniques for robot K3
processing.

Mapping Course Qutcomes with Programmg_g

eyt

utcomes &Programme Specific Outcomes

<

P PEDR B EPRN
COs/POs/ a-F oa?N7/-PSO 1Ps0 | PSO | PSO

psOs | PO1 | PO2 | PO3 F04. ,-PQ‘\)‘.‘:L}\/{“\‘% e PSO5
R T

co1 L | M| M{*‘s | M, M “’ﬂ\ S M M

coz | L M |mMUM | M| %M L M| m M
Vo

Cos | M M| MRNSN-MEGMYE | M | s | M M
N\ ST e

o4 | M | M| s [ MW T M s | M M

S —Strong; L ~Low; M -Medium




Type Course . Lecture | Tutorial | Practical .
Code Name Category (L) (T) ®) Credit
21BAMSC40 Corel8 Project Work ErOiett 4 5
Lab
GUIDELINES FOR PROJECT

1. OBJECTIVE OF THEPROJECT

The primary objective of the Project is to gain through practical experience, a sound
appreciation and understanding of the theoretical principles learnt in four semesters. Project is
oriented towards developing the skills, knowledge and attitudes needed to make an effective start as a
member of the Computer / IT profession.

Some of the many expected advantages to be gained by an UG graduates are

v" Systematic introduction to the ways of industry and developing talent and attitudes, so thathe
/ she can enjoy fully, a career in IT industry (as a S/W developer / Trainee / Software

Engineer/ Database administrator etc. ),

v" Recognizing his / her responsibilitics as a professional of thefuture.

v Understanding real life situations in industrial organizations and their related environments and
accelerating the learning process of how his / her knowledge could be used in a realisticway.

v" Understanding that the problems encountered in the industry rarely have unique solutions and
gaining experience to select the optimal solution from the many alternativesavailable,

2. PROCEDURE
The following procedure will be adopted for the process:

Before the training actually starts, profile of the company / organization must be
submitted for the evaluationpurposes.

The letter of the training will be issued only by the Centre Head or Projectincharge.

No student will change organization/Project during the training period. However for the
betterment of students case will be put up by Project Incharge approved by the Centre
Head.

After the student joins the training, a joining report must be submitted within stipulated
time.

No project will be accepted unless it is done in consultation with the faculty and signed
byhim/her.

RULES

{

All the students must follow the following rules & regulations.

a. All the communication must be in writing. No ve;b'ai communfcations will beaccepted.
b. Students should follow the procedures as ment;phéd ing ifigs—

c. All the reports and forms must be submitted iri"fthé’ p’fescribedfonnats.

d. Student must be in regular touch with his/her pro}e'ct incharge.

3. TYPES OFORGANIZATIONS " M,ﬂ 3
Students can opt for various types of institutes / organizations for thga sumpher project. But before the

training actually starts, profile of the company / organization mustbe submitted. A group of students
not exceeding four may choose one organization / institution for project.

4. FIELDS FORPROJECTS

Ha




Following is the list of fields under which projects can be undertaken. Students are required to select
only one project from the category listed below and get it approved from their project in charge.

v’ Databaseprojects
v' Networkprojects
v Web basedprojects
v ApplicationOriented
v’ System sideprojects
5. RULES FORPRESENTATION
v’ Students should use LCD for Presentation andDemonstration.

v The presentation should not be Paper reading and duration of the project will be of 10
minutes to 20 minutes for eachpresentation.

6. GUIDELINE FOR PRESENTATION OF PROJECTREPORT

NUMBER OF COPIES TO BESUBMITTED
Students should submit two copies to the Head of the Department concerned on or before the
specified date. The Head of the Department should send one and one copy to the student
concerned,

SIZE OF PROJECTREPORT
The size of project report should not exceed 100 pages of typed matter reckoned from the first
page of Chapter 1 to the last page.

ARRANGEMENT OF CONTENTS OF PROJECT REPORT
The sequence in which the project report material should be arranged and bound should be as
follows

PROJECT REPORT FORMAT: Refer Appendix|

PAGE DIMENSIONS ANDMARGIN
The dimensions of the final bound copies of the project report should be 290mm x 205mm.
Standard A4 size (297mm x 210mm) paper may be uscd for preparing the copies.

The final two copics of the project report (at the time of submission) should have the
following page margins;

Topedge i 30 to 35 mm
Bottomedge : 25 to 30 mm
Lefiside i : 35 to 40 mm
Rightide . :  20t025mm

The pl_’,(?{ef‘l};fo} { ;)' Id be prepared on good quality white paper preferably not lower than
80gr?§'($é,‘Meter. R L
£

Tabf%s' antl figures _,shoul(_ijc;g')ifonn o the margin specifications. Large size figures should be
phot‘bg'rap\hic'ally or otherwgise reduced to the appropriate size before insertion.
RS

MENUSCRIPIRREPARATEON:
The ca§ ?ﬁz}és\sha‘}tsuppiy/aﬁp‘edpbpy of the manuscript to the guide for the purpose of
approval. ft\ﬁe;._p{gqglfi%ﬁéﬁp?@Q&r’hanusaript, care should be taken to ensure that all textual
matter is tyMﬁ?@g&pﬁémble in the same format as may be required for the final
projectreport.
Hence, some of the information required for the final typing of the project report is included

also in this section.
8%



The headings of all items 2 to 11 listed section 4 should be typed in capital letters without
punctuation and centered 50mm below the top of the page. The text should commence 4
spaces below this heading. The page numbering for all items 1 to 8 should be done using
lower case Roman numerals and the pages thereafter should be numbered using Arabic
numerals,
Title page — A specimen copy of the title page for respective UG programmes for
project report is given in Appendix2.
Bonafide Certificate — Using double spacing for typing the Bonafide Certificate
should be in this format as given in Appendix 3.

Synopsis — Synopsis should be an €ssay type of narrative not exceeding 200 words,
outlining the problem, the methodology used for tackling it and a summary of the project.

Acknowledgement — It should be brief and should not exceed one page when typed
doublespacing,

Table of contents — The table of contents should list all material following it as well
as any material which precedes it. The title page, bonafide Certificate and acknowledgement will
not find a place among the items listed in the table of contents but the page numbers of which are
in lower case Roman letters. One and a half spacing should be adopted for typing the matter under
thishead.

List of Tables and Figures - The list should use exactly the same captions as they
appear above the tables/Figures in the text. One and a half spacing should be adopted for typing
the matter under thishead.

Parts — The Project may be broadly divided into 3 parts (i) Introduction (i}
Development of the main theme of the project report, (iii) Results, Discussion and Conclusion.

Appendices — Appendices arc provided to give supplementary information, which if
included in the main text may serve as a distraction and cloud the central theme under discussion,

Bibliography
Books: AUTHOR NAME, TITLE, PUBLICATION, EDITION,

Web Reference: URL/Web Address.

TOAYPING INSTRUCTIONS
weneral
This section includes additional information for final typing of the project report. Some

information given carlier under “Manuscript preparation” shall also be referred,

® The impressions on the typed copies should be black incolour.
* Uniformity in the font of letters in the same project report shall beobserved.
* Asub-heading at the bottom of a page must have at least two full lines below it or else it
should be carried over 1o the nextpage. ¥
¢ The last word of any page shczgld'hqt- : 50l L@g-ahyphen.
¢ One and a half spacing should be used fof typing the gencraltext,
¢ Single spacing should be us"ed.f(_)lityping: '
2. LongTables . "oy
b. Longquotations

¢. Footnotes Tm : .'_,_.
d. Muitilinecaptions CT ! 7
€. References -
All quotations exceeding one line should be typed in an indented space — the indentation being 15mm
from either margin. ;

5
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Double spacing should be used for typing the Bonafide Certificate and Acknowledgement.

Chapters
The format for typing chapter headings, division’s headings and sub division headings are

explained through the following illustrative examples.

Chapterheading : CHAPTER 1
Division heading :INTRODUCTION
Division heading : 1.1 OUTLINE OF PROJECTREPORT

Sub-division heading : 1.1.2. Literature Review

The word CHAPTER without punctuation should be centered 50mm down from the top of the
page. Two spaces below, the title of the chapter should be typed centrally in capital letters. The
text should commence 4 spaces below this title, the first letter of the text starting 20mm, inside
from the lefl handmargin.

The division and sub-division captions along with their numberings should be left-justified. The
typed materiai directly below division or sub-division heading should commence 2 spaces below
it and should be offset 20mm from the left hand margin. Within a division or sub-division,
paragraphs are permitted. Even paragraph should commence 3 spaces below the last line of the
preceding paragraph, the first letter in the paragraph being offset from the left hand margin by
20mm.

8 NUMBERING INSTRUCTIONS
Page Numbering

All pages numbers (whether it be in Roman or Arabic numbers) should be typed without
punctuation on the upper right hand corner 20mm from top with the last digit in line with the right
hand margin. The preliminary pages of the project report (such as Title page, Acknowledgement,
Table of Contents etc.) should be numbered in lower case Roman numerals. The title page will be
numbered as (i) but this should not be typed. The page immediately following the title page shall be
numbered {ii) and it should appear at the top right hand corner as aiready specified. Pages of main
text. starting with Chapter | should be consecutively numbered using Arabic numerals.

Numbering of Chapters, Divisions and Sub-Divisions
The numbering of chapters, divisions and sub-divisions should be done, using Arabic numerals
only and further decimal notation should be used for numbering the divisions and sub-divisions
within a chapter. For example, sub-division 4 under division 3 belonging to chapter 2 should be
numbered as 2.3.4. The caption for the sub-division should immediately follow the number
assigned to it.

Every chapter beginning with the first chapter should be sertally numbered using Arabic
numerals. Appendices.included should also be numbered in an identical manner starting with

. e ST, o
Appendix | _~="n  j,  TTa
VPG SR G TR IR
; /. I T
Numberiig b Y ey

Tables/and*Efgure
The Iiﬂe fof assigning such numbers'is illustrated through an example. Thus if as figure in
Chap;fer 3,:! happens M be yﬁj‘i)urth}then assign 3.4 to that figure. Identical rules apply for tables

except tﬁat\the word Figures'i replaced by the word Table. If figures (or tables) appear in
- .

appe {Ggstl\lenﬁ;m App(_;ndix 2 will be designated as Figure A 2.3. If a table to be
contint gmmﬁe ' x4 page thi§ may be done, but no line should be drawn underneath an
unﬁnishé&:ggblc_. ' 'e'-'!op'iiﬁe of the table continued into the next page shouid, for example read
Table 2.1 (continued) plated eefitrally andunderlined.

"
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9. BINDINGSPECIFICATIONS
Project report submitted for UG Programmes should be bound using flexible cover of Silver
white. The cover should be printed in black letters and the text for printing should be identical to
what has been prescribed for the titlepage,



APPENDIX 1
Project Report Format

- Acknowledgement

- OrganizationCertificate

- Synopsis

- Table of Contents

- Abstract

1. Introduction
OrganizationProfile
Overview of theProject

2. SystemStudy

ExistingSystem
Drawbacks of ExistingSystem

ProposedSystem
Advantages of Proposed System

3. SystemSpecification
Hardwarespecification
Sottwarespecification

4. SystemBesign
DFD (Level 0, 1,2)
ERDiagram
SFD
TableDesign

8. Testing
TestingMethodologies

6. Implemeniation
Modules and its Descriptions (with ScreenShots)

7. Conclusion and FutureEnhancement

8. SourceCode

9. Bibliography ==~ ’—-i\—c o R
2N bR T2 p VN kewknk




APPENDIX 2
PROJECT TITLE

A Project report submitted in partial fulfillment of the requirements for the award of the degree of
BACHELOR OF ARTIFICIAL INTELLIGENCE & MACHINE LEARNING

Submittedby

STUDENT NAME
(REG_NO )

Guide
GUIDE NAME

(BACHELOR OF ARTIFICIAL INTELLIGENCE & MACHINE LEARNING)

Sree Saraswathi Thyagaraja College, (Autonomous) (@fg_!ia_t_e_d
to BHARATHIAR UNIVERSITY, Coimbatore),‘p'{;nag)ui. '

i - .
(MONTH AND YEAL{} A

Gdq

ﬁwﬂ
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APPENDIX 3

DECLARATION

I <Student Name>hereby declare that the project report entitled <“NAME OF THE
PROJECT”> submitted to Srec Saraswathi Thyagaraja College (Autonomous), Pollachi |,
affiliated to Bharathiar University, Coimbatore in partial fulfillment of the requirements for the
award of the degree of BACHELOR OF ARTIFICIAL INTELLIGENCE & MACHINE
LEARNING is a record of original work done by me under the guidance of <Guide Name>,
Assistant Professor, Department of ARTIFICIAL INTELLIGENCE & MACHINE LEARNING
and it has not previously formed the basis for the award of any Degree / Diploma / Associate ship /

Fellowship or other similar title to any candidate of anyUniversity.

Place ; Signature

Date {STUDENTNAME)
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APPENDIX 4

Sree Saraswathi Thyagaraja College (Autonomous)
(Affiliated to Bharathiar University, Coimbatore),
Pollachi.

CERTIFICATE
This is to certify that the project report entitled <"PROJECT TITLE”>submitted to Sree

Saraswathi Thyagaraja College {Autonomous), Pollachi, affiliated to Bharathiar University,
Coimbatore in partial fulfillment of the requirements for the award of the degree of BACHELOR

title to any candidate of any University.

Date: Guide
Place: (GuideName)

Counter Signed by

HOD DIRECTOR PRINCIPAL
(HOD NAME) (DIRECTOR NAME) (PRINCIPAL NAME)

Viva-voce Examination heldon

INTERNAL EXAMINER EXTERNAL ENAMINER



SEMESTER -VI

Course Type | Course Name | Category Le(c{’l;re Tut,;;]al Pr:;:)t)lcal Credit
Code (

Data
2IBAMS6CIO | Corel9 Visualization Theory 45 5 - 3

Preamble: Enable students to know the basics of data visualization and
understand the importance of data visualization and the design and use of visual
components and basic algorithms.

Prerequisite: Data visualization tools

Syllabus:
Unit Course contents Hours
INTRODUCTION: Information visualization — Theoretical
I foundations — Information visualization types — Design principles - A 10

framework for producing data visualization

STATIC DATA VISUALIZATION — tools working with various
data formats. DYNAMIC DATA DISPLAYS: Introduction to web
I bascd visual displays — deep visualization collecting sensor data — 10
visualization D3 framework - Introduction to Many
eyes and bubble charts.

MAPS — Introduction to building choropleth maps. TREES —

Il Network visualizations — Displaying behavior through network 10
graphs.
BIG DATA VISUALIZATION — Visualizations to present and
R explore big data - visualization of text data and Protein Sequences i
Introduction to predictive data analysis- Predictive analytics -Data
v modeling, Predictive models and forecasting 10
Total 50
Text Book(s):

1. Chakrabarti, S “Mining the web: Discovering knowledge from hypertext data *, Morgan
Kaufman Publishers, 2003.

Reference Book(s); .-~ gy -

1. Ware C and !gaﬁfrpiﬁﬂv’l “Wisugl thinking for design”, Morgan Kaufmann Publishers,
2008. ARSI O/ AR

2. Chakrabayti, § $Minf e-web:w{';(_ep‘:{gring knowledge from hypertext data “, Morgan

Kaufman Pgﬂﬁ i%{l’é:‘S, 2003. . L
3. Fry "VishaliZing dataiySe 0”10 Reily, 2007.
ry . ol ing Ty Pebapigp ;‘ y

W
)
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Focus of Course: Visual Architect

Course Designer:

\
e

Mr.T. Anandhakrishnan &\QX s.D.Geetha
Dept of Al HoD - CS
Course Outcomes (COs)
On successful completion of this course the students will be able to:
Cco Blooms Taxonomy
Number Course Outcome (CO) Statement Knowledge Level
c Present data with visual representations for your target
01 audience, task, and data. K1
Identify appropriate data visualization techniques given
coz particular requirements imposed by the data. K2
Apply appropriate design principles in the creation of
CO3 presentations and visualizations; and Analyze, critique, and K3
revise data visualizations.
COo4 Experiment with and compare different visualization tools. K3

Mapping Course Outcomes with Programme Outcomes &Programme Specific Qutcomes

C?,;’g?s’ PO1 | PO2 | PO3 | PO4 | POS r ?O Pgo r go Pﬁo PSO5
cot L M| M|s | M M| L | s | M M
coz2 | L | M| M|M| M M| L | M| M M
co3 | M| M|M|s | M s I M| s | wm M
coa | M M| s | M| M StM | s | M M

8 —Strong; L ~Low; M ~Medium ) g _. b o D / -

UK




SEMESTER -VI

Course Tvoe Course Name Catego | Lecture | Tutoria | Practica | Credi
Code yp ry (L) 1(T) 1(P) t
21BAMG6C? | Core2 | Data Practic . . 35 4
0 0 visualization lab al

techniques in Computer Science and Engineering field

Preamble: To apply the upgraded knowledge of, Science and engineering data visualization

Prerequisite: understand the data view and able to interpret the new technologies

Syliabus:
e Course contents Hours
No
1 Visualization of Static Data using weather forecasting using 2
2 Visualization of Web Data. 3
3 Visualization of Sensor Data. 3
4 Visualization of Protein Data. 3
5 Data Pre-Processing and Data Cube 3
6 Data Cleaning 3
7 Exploratory Analysis 3
8 Association Analysis 3
9 Hypothesis Generation 3
10 | Transformation Techniques 3
1T | Clusters Assessment 3
12 | Data Visualization 3
Total 35
Focus of Course: Data anaiyst I
| Course Designer: /ﬁ s S
Mr. T, Anandhakrishnaw Ms. D. Geetha
| Dept of Al = HoD - CS |
el S
Course Outcomes (COsy2, oA/
On successful comﬁietion‘af‘this"c Ourse the students will be able to:
CO Number 1 f::_(‘:pnrsé Ouitcome (CO) Statement | Blooms

~. T

Nod

o *--..:-_ meE - 99




Taxonomy
Knowledge
i Level
CO1 Learn pre-processing method for multi-dimensional data K2
COz Practice on data cleaning mechanisms K2
Cco3 . . K3
Learn various data exploratory analysis
CO4 Develop the visualizations for clusters or partitions K3

Mapping Course Outcomes with Programme Qutcomes &Programme Specitic Qutcomes

COs¥Os | po1 | PO2 | PO3 [ PO4 | POs | | PSO1 | Psoz | psos3 F50 | psos
CO1 L M M S M M L S M M
CO2 L M M M M M L M M M
CcO3 M M M S M S M S M M
COo4 M M S M M S M S M M
§ —Strong; L —Low; M -Medium
SEMESTER -VI
Course Lecture | Tutorial | Practica!
Course Type Category Credit
Code Name L) (T) ™
21BAM6C30 | Core21 | Btemetof |y o | 45 5 : 3
Things
Preamble: This course provides the student to know the strong IoT skills using updated
computing knowledge
Prerequisite: loT
Syllabus:
Unit Course 'conteﬁ o _ Hours

INTRODUCTION: Definitions: and 'F\l’njff'@nal Requlrements -
Motivation — Architecture - Web-3.0 View of IoT- Ubigyjtous IoT
Applications - Four P1l[ars of 1oT — DNA of 1oT - Th& Toolkit
I Approach for End-user Pgmmpdtlon in the Inlernet ot.Thmgs 10
Middleware for loT: Overview — Communication rmddle’ware for

IoT ~IoT Information Security. G"‘M
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IOT PROTOCOLS &PROTOCOAL STANDARDS FOR IOT:
Efforts — M2M and WSN Protocols ~ SCADA and RFID Protocols - Issues with loT

11 Standardization - Unified Data Standards — Protocols — IEEE 802.15.4 — BAC Net 10
Protocol — Modbus ~ KNX — Zighee Architecture — Network layer — APS layer -
Security,

10T DESIGN METHODOLOGY

IoT and M2M.- difference between [oT and M2M - Software defined
networks, network function virtualization— Needs- IoT design
methodology.

10| 10

IOT COMPONENTS Sensors and actuators - Communication
modules - Zig bee- RFID - Wi-Fi- Power sources BUILDING IOT
Iv WITH HARDWARE PLATFORMS 10
Platform - Arduino /Raspberry Pi- Physical devices - Interfaces -
Programming — APIs /Packages.

CASE STUDY

Various Real time applications of loT- Home Automation-Automatic
Vv Lighting-Home intrusion detection- Cities-Smart Parking- 10
Environment-Weather monitoring system- Agriculturc- Smart
Irrigation

Total 50

Text Book(s):

t. ArshdeepBahga, Vijay Madisetti, "Internet of Things-A hands-on approach”, Universities
Press, 2015,

Reference Book(s):
1. Manoel Carlos Ramon, —Intel® Galileo and Intel® Galileo Gen 2: AP! Features and
Arduino Projects for Linux Programmersl, Apress, 2014.

2. Marco Schwartz, —Internet of Things with the Arduino Yunl, Packt Publishing, 2014,

3. Adrian McEwen, Hakim Cassimally, “Designing the Internet of Things”, Wiley
Publications, 2012.

4. Olivier Hersent, David Boswarthick, Omar Elloumi, “The Internet of Things: Key
applications and Protocols”, Wiley Publications Znd edition, 2013.

5. The Internct of Things in the Cloud: A Middieware Perspective - Honbo Zhou — CRC Press
-2012

6. Architecting the Internet of Things - Dieter Uckelmann; Mark Harrison; Florian
Michahelles- (Eds.) — Springer — 2011

7. Networks, Crowds, and Markets: Reasoning About a Highly Connected World - David
Easley and Jon Kleinberg, Cambridge University Press - 2010

8. The Internet of Things: Applications to the Smart Grid and Building Automation by -
Olivier Hersent, Offiar-Ellonmi and David Boswarthick - Wiley -2012 5. Olivier Hersent,
David Boswartificl, Orfiar Eito rﬁi“-,-{f"l’be‘}\;\iternet of Things — Key applications and
Protocols”, Wiley; 2012 (=7 e N

-A;— G
e ] \
i i Pt !

Focus of qur?ef 1oT Architect ! ; /
Wo- o I s [
Course Desigﬁ@gi 4 W ,’ ﬂt) —
Mr. T. Anandhakrishnan! e N Ms. D. Geetha
Dept of Al A R HoD - C$
O T e
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Course Outcomes {COs)
On successful completion of this course the students will be able to:
CO Blooms Taxonomy
Number Course Qutcome (CO) Statement Knowledge Level
Understand the definition and significance of the Internet of
Co1 Things, Kl
Discuss the architecture, operation, and business benefits of
coz an IoT solution, K2
co3 | Examine the potential business opportunities that IeT can K3
uncover
CO4 [ Explore the relationship between 1oT, cloud computing, and '
big data. K3

Mapping Course Qutcomes with Programme Outcomes &Programme Specific Outcomes

COs/POs/ PSO | PSO | PSO | PSO
PSOs PO1 | PO2 | PO3 | PO4 ! POS 1 5 3 4 PSO5
Co1 L M M S M M L S M M
Cco2 L M M M M M L M M M
CO3 M M M S M S M S M M
CO4 M M S M M S M S M M
§ —Strong; L ~Low; M —Medium
SEMESTER -VI
Course Course - Tutorial | Practical .
Code | ™P° | Name Satﬁ‘”'y m(glil),\‘\ (M) @ | Credit
{} Vi —— -
Internet of /; 308 PR
20BAMES10 | SBC4 | 1y FHE Vi er %) ,,/\ A 30 2

Preamble: To apply the upgrade kno‘wle?i e of, Science and eng\neeﬁng IOT techniques in
Computer Science and Engineering f' eld JUL 7“ 1

;’"‘

bR %
|= ','J

LT
. : ped .,j

Prerequisite: understand the neural functxons a eS /

\\
5
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Syllabus:

. Course contents Hours
No
1 Program to develop Turn on and off LED lights 2
2 To identify objects IR and PIR sensor 3
3 Measure moisture using Ievel sensor 3
4 Distance between ultra-sonic sensor 3
S Leakage of gas sensor 3
6 Humidity and moisture level sensor 3
7 LED using relay switch 3
8 Smart lighting system 3
9 | Smart parking system 3
10| Smart weather monitoring system 3
It 1 To design a traffic control system using IOT 3
12} To design a home automation control system using IOT 3
Total 35
Focus of Course: 10T Developer [
Course Designer: .
Mr.T. Anandhakrishnan Ms.D.Geetha
Dept of Al M HoD - CS
Course Outcomes (COs)!* - i gy G0
On successful comple'tiér_l ‘of this course the studér_zts.tbill be able to:
EEA . e Blooms
CO Number T, Cot%s'é-()gtcbmef((:(:i) Statement Taxonomy
: T T, T T mvias Knowledge
T M . Level
Ability to build réal*time IoT applications by interfacing
CO1 . . , K2
the sensors with minimal programming,.
CO2 Ability to associate sensor networks and communication K2
modules for building IoT systems
CO3 To ur}derstand the process of thinking capability of IoT K3
working process
CO4 Learn real time scenario of 10T principles K3
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Mapping Course Qutcomes with Programme Outcomes &Programme Specific Outcomes

COsvOs | o1 | PO2 | PO3 | PO4 | POS | | PSO1 | Pso2 | Pso3 | P30 | Psos
COt L M M S M M L S M M
CO2 L M M M M M L M M M
CO3 M M M S M S M S M M
CO4 M M S M M S M S M M

s —Strong; L —Low; M —Medium
SEMESTER -VI
ELECTIVE -11
Course Lecture | Tutorial | Practical .
Course Code | Type Name Category @L) (1) P) Credit
Mobile
2IBAM6OEAQ | Elective | Application X
11 Development LR i s ) .

Preamble: This course provides knowledge and skill on recent technologies in native mobile
application development frameworks such as Android, 10S, Windows Mobile

Prerequisite: Mobile Application Development tools

Syllabus:

/f 0 ;:j < Tin \
i —
Unit ;' S //FQ ET/ l‘ourseﬁcontents Hours
3 4 =Y
Mobil& AppllcdilgE Wplopn‘pent‘ Framework: Types- Features-

I chalfengé. Andr m A 10
Intragugtion — hitdcture -lnstaﬂatlon and configuration- ADE-
APIS\Uscr\lnterfaces A
Compotelits-views:Layetits.: and" its types- Menus and its types —

4 DlaloM its; tbqpcs ~Nomf1/ ations and its types. 10

1 Data Storage: SQLite database Files- shared preferences-Content 10
Providers Location Based Services: Location Provider- Geo Coder-
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Map Multimedia

Phone Gap Introduction —

Data list control- Validation
feature -Application Cache in HTML 5.

Audio- Video- Animations- Drawing. Phone Gap and HTMLS:

v Architecture- Installation and configuration, HTML5 Introduction - 10

\Vs Media, Storage.

Events: Listener and its types-handler and its types. Geo location,

10

Total 50

Reference Book(s):

2. Thomas Myer, “Beginning PhoneGap”, Wrox, 2012.
3. Mark Murphy, “Beginning Android”,Apress, 2009.

5. Jochen Schilter, “Mobile Communications”, Addison Wesley, 2011.

I. Reto Meier, “Professional Android Application Development”, Wrox, 2010.

4. Rick Rogers et.al, “Android — Application Development”, O’Reilly, 2009.

Focus of Course: Mobile app development

Course Designer:

Mrs .A. Priyadarshini k(
PC-. Dept of Al (W

I

Ms.D.Geetha
HoD - CS

Course Qutcomes (COs)

On successful completion of this course the students will be able to:

— Course Outcome (CO) Statement Blooms Taxonomy
Number Knowledge Level

Present data with representations for your target audience,

o1 task, and data. K1

5 Identify appropriate techniques given particular requirements

co imposed by the data. . K2
Apply appropriate design p i-neiﬁl'és_;;_in the creation of

CO3 | presentations and visyh iOns;<'égndt;..51nalyze, critique, and K3
develop the mobile affp f——-" "+ ™

Yt 1 ‘- o . .
Co4 Experiment with and compare different mobile applications K3

.n!




Mapping Course Outcomes with Programme Outcomes &Programme Specific Outcomes

COs/POs/ PSO | PSO | PSO | PSO
PSOs PO1 | PO2 | PO3 | PO4 | POS 1 2 3 4 PSO5
CoO1 L M M S M M L S M M
cO2 L M M M M M L M M M
CO3 M M M S M S M S M M
CO4 M M S M M S M S M M
§ —Strong; L —Low; M -Medium
SEMESTER -VI
ELECTIVE -1
Course Lecture | Tutorial | Practical .
Course Code | Type Name Category (@) (T) ®) Credit
Core
21BAM6EBO | Elective | cmocdded | oy | 45 5 ; 3
I Systems

Preamble: The aim of the course is to provide knowledge of Embedded systems design,
Embedded programming and their operating systems with suitable case studies.

Prerequisite: Nil

Syllabus:

Unit

Course contents

Hours

Embedded Computing Need for embedded systems, Challenges of
Embedded Systems, Embedded system design process, Introduction
to microprocessors and microcontrollers, ‘enib dded. processors, 8051
Microcontroller, ARM processor, Archite ) _r% Ins;ljiction sets

and programming. & ﬁ? T

o - -~

10

I

Real — Time Operating Systeny Introduction-té RTOS:RTOS - Inter
Process communication, Interrupt driven Input and ‘Qutput —Non
maskable interrupt, : 1T T I B
Software interrupt; Thread - Siagle, Multithread Concept.

10

m

Interface with Communication Protocol Desj ethodologies and
tools, design flows, designing hargware %s rare’ Interface, RTC
interfacing and programmingy “Embedded - Softwarg  Software
abstraction using Mealy-Moore FSM controller, Layered software
development, TR T

10

v

Basic concepts of devéloping device driver, Programming embedded
systems in assembly, C and Java, Meeting real time constraints.

10

106




Embedded software development tools — Emulators and debuggers,
Embedded System Development Design issues and techniques —

\% Hands On, Case studies — Robot, Complete design of embedded 10
systems — digital camera, smart card.
Total 50

Reference Book(s):
I.Wayne Wolf, —Computers as Components: Principles of Embedded Computer
System Designl, 2nd edition, 2008.
2. Raj Kamal, —Embedded Systems- Architecture, Programming and Designl, Tata
McGraw Hill, 2nd edition, 2009. '
Focus of Course: To Understand the various robot programming languages.( £~ }
Course Designer: A~
Mr. A. Priyadarshini B¢ Ms. D. Geetha
Dept of Al & HoD - CS

Course Outcomes (COs)

On successful completion of this course the students will be able to:

Nu?n?)er Course Outcome (CO) Statement I;:::’TV?CE;?:‘Z‘{

Present data with representations for your target audience,

Co1 task, and data. Kl
Identify appropriate techniques given particular requirements

co2 imposed by the data. K2
Apply appropniate design principles in the creation of

CcO3 presentations and Yisualizations; Oand a_na[yze, critlique, and K3
develop the operating system concepts n an experimental
manner.

CO4 | Experiment with and compare different applications using
Robotics. K3

>

Mapping Course Outcomg:s‘;wiﬂr-}?;@ggimme Outcomes &Programme Specific Qutcomes
= TR

L o :i £ g
e -

C(l))g(l;?s/ PO ;{,@2" - Pio Pgo Pgo Pi,o .
Col L | .M M /L | s | M M
co2 L[| M M| L | M| M M
COo3 Mo M S M S M M
Co4 | M | M| S | M| s | M M

S o

el gt

S =Strong, L —Low,; M —Medium
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EXAMINATION SYSTEiUI UNDER AUTONOMY

1. OBE ASSESSMENT COMPONENT MATRIX

— | Training /| Training /
Course Category | = §| 2 |55 S<|T 8| Project | Project
S s ] 4 23|82 o
2| 5| S| 2|83 8E|8=
Assessment Components s o g| < aia—|ax = UG PG
Component -1
CIA - Test 10 10 10 10 | 20 10
Component -2 —_
Attendance 5 5 5 5 5 10 5 % 5
Component -3 E
Assignments 5 g 5 g ) e
Component -4 E
List of evaluation components =]
given below based on the 5 5 5 5 15 | 30" ] 5 - 35
course scope whichever
conducted (any three)
Total Marks 25 | 25 | 25 | 25 | 40 | 40 20 40
* no. of evaluation components may vary
Component - 4 13. Snap Talk

1. Puzzles (Word / Logic / Math) 14. Questionnaire

2. Games 15. Class Presentation (Oral / Poster}

3. Simulation Exercises 16. Debate

4. Reports 17. Seminar

5. Group Discussion 18. Paper Presentation

6. Article Review 19. Publication

7. Flowcharts 20. Viva-voce

8. Miniatures 21. Case Study

9. Models 22. Survey

10. Portfolios 23. Mini Project (Group / Individual)

11. Demonsiration 24, USP Component (Unique to the Course)

12. Business Plan
2. MARK PREPARATION FORMAT: Pkl o

"~.) RUBRICS.EVALUATION
SI.No | Name | Reg.No. | Component1 | Component 2 Component3 | Component4 | Total

] al

T

3. Pattern of Examinations: The college follows semester pattern. Each academic year consists of two
semesters and each semester ends with the End Semester Examination. A studeht should have a minimum

of 75% attendance out of 90 working days to become eligible to sit for the examinations.

e




4. Internal Examinations: The questions for every examination shail have equal representation from the
units of syllabus covered. The question paper pattern and coverage of syllabus for each of the internal {CIA)
tests for UG programs are as follows.

i} First Internal Assessment Test

Syllabus : First Two Units

Working Days - On completion of 30 working days, approximately
Duration : Two Hours

Max. Marks 150

For the First internal assessment test, the question paper pattern shall be as given below.
CIA Assessment (For CIA -1 and CIA - 1)

Bloom's Category . &

Level Sections Marks Description
K1=Remember Section A . : .
K2= Understand 6 Questions * 1 Mark J Multile choice Questions

= . 20 . .

_ 4 Questions * 5 Marks KI | K2 | K3 (250 words)
K3= Apply

2 4 2

= 24
g;:%irgggfaﬂ g Sections C K1 | k2 | k3 | FEitheror type Questions
K3= Apply 3 Questions * 8 Marks > = = (500 words)

Total 50

{Both the either or choice must be in same level)
K1= Remember Level, K2= Understand Level, K3= Apply Level.
Question Paper Pattern
Section A
Attempt ail questions (jhree ea{ch frqm betQunlts)

06 questions - each’carrymg K \\\_‘ 06 X 01=06
Multiple Chmce mzr AN "i\
' - Section B

J ~ G

\
“ 1
Attempt all quefstlons (two eachfron? Bt uni ts) :
04 questions - each carryin food
Inbuilt Choice Erther / brj\

o
o

04 X05=20

Far i

Attempt all questions
(Minimum one question shall be asked from each unit)

i

03 questions - each carrying eight marks 03X08=24
Inbuilt Choice [Either / O]

L9



(IDC- General Intelligence and Reasoning)
Section A
Attempt all questions (Minimum 22 questions from each unit)
90 questions - each carrying one mark 50X 01 =50
Multiple Choice
Convert this marks to a maximum of 5 i.e., (Marks obtained/50) X 0.5 ===-> A

i} Second Internal Assessment Test

Syliabus : Third and Fourth Units

Working Days : On completion of 65 working days approximately,
Duration . Two Hours

Max. Marks : 50

For the Second internal assessment test, the question paper pattern shall be as given below.
Question Paper Pattern
Section A
Attempt all questions (three each from both units)
06 questions - each carrying one mark 06 X01=06
Multipie Choice
Section B
Attempt all questions (two each from both units}
04 questions - each carrying five marks 04 X05=20
inbuilt Choice [Either / Or]
Section C
Attempt all questions
(Minimum one question shall be asked from each unit)
03 questions - each carrying eight marks 03X08=24

inbuilt Choice [Either / Or] o _
(IDC - General Intelligence and Reasoning) ' & o

Section A
Attempt all questions (Minimum 22 questions from each unit) . Hh :
50 questions - each carrying one mark ' 50X 01 :50
Multiple Choice ﬁ,\ :

Convert this marks to a maximum of 5 . e., (Marks obtamedeO) X
Average of CIA 1 & lli.e., A & B is to be taken.

iii) Model Examination

Syllabus : All Five Units

Working Days - On completion of 85 working days approximately,

== B
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Examination

: Commences any day from 86t working day to 90" working day.

Duration : Three Hours
Max. Marks (75
For the model examinations, the question paper pattern shall be the same for all UG programmes, as given
below.
Model and Semester Exam
s T e e - Descriptio
e ttllevelr e RER : P e SRR
_ Section A Multi choice
K1= Remember 10 Questions * 1 Marks L Questions
K1= Remember Section B 25 Either or types
K2= Understand 5 Questions * 5 Marks Ki Ko K3 Questions
K3= Apply (either or type) 1 i 5 (250 words)
g: S%Ersr::ﬁ; Sections C 40 Either or types
K3= Appl 5 Questions * 8 Marks K1 K2 K3/ Ka Questions
K4 = A% pal{rze (either or type) i i S (500 words)
Total 75

(Both the either or choice must be in same level)

K1= Remember Level, K2= Understand Level, K3= Apply Level, K4= Analyze Level.

Unit |
Unit |
Unit i
Unit i
Unit {4

Unitiv
Unitiv "~
Unitv ;-

WO @ ~N B £ W R e

—
(o)

UnitV %, %%

R

Question Paper Pattern
Section - A {10 X 1 = 10 Marks)
Answer the following questions

Multiple Choice questions

Unithlh = /G/ B
: -..}A“.l‘.' b i Fra (Y- __.._..

v, 21

Gowih

Uy " Section - B

{5 X 5 = 25 Marks)

Aﬁsv{gr;g_ithe'r (a).or (b) in each unit of the following questions

1. a)

Unit - |

Or



b) Unit |

12, g Unit 1l Or
b} Unit |1

13.  a) Unit It Or
b) Unit i1

14, a) Unit Iv Or
b) Unit IV

5. a) Unit v Or
b) Unit vV

Section-~ ¢ (5X8=40 Marks)
Answer either (a) or (b) in each unit of the foliowing questions

16. a) Unit Or
b) Unit -1

7. a) Unit i Or
b) Unit 1t

18. a) Unit i) Or
b) Unit I}

19. ) Unit Iv Or
b) Unit Iv

20. a} Unit v Or
b) Unit v

(IDC - General Intelligence and Reasoning)
Section A

Attempt all questions {Minimum 12 question's from each unit) i

75 questions - each carrying one mark 75X 01=75
Multiple Choice 2 AN L/ _

Reduce these marks to 3 maximum of 05 i.e,, (Marks obtained / 75} X 05>¢

The following is the Question Paper Pattern for the courses Environmenta| Stu_die_.-_‘s and Value

Education and Human Rights,. ;
’ c],m»ﬂ

Syllabus : All Five Units
Duration : Three Hours
Max. Marks 150

Question Paper Pattern
Section A (5x10="50 marks)

Five Questions of “either / or” type. Each question carries 10 marks.
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Answer all questions

Q.1{a) or {b)
Q.2(a) or (b)
Q.3(a) or (b
Q.4 (a) or (b)
Q.5(a) or (b)

Assignments

Each student is expected to submit at least two assignments per course. The assignment topics will be
allocated by the course teacher. The students are expected to submit the first assignment before the
commencement of first CIA and the second assignment before the commencement of second CIA.

Scoring pattern for Assignments

Punctual Submission . 2 Marks
Contents : 4 Marks
Originality/Presentation skill -4 Marks
Maximum - 10 Marks x 2 Assignments = 20 marks
(Reduce these marks to a maximum of 5 i.e., (Marks obtained / 20) X 5 ====[D}
Attendance Mark
Attendance Range Marks
96 % and above - 5 Marks
91%&upto95% - 4 Marks
86% & up to 90 % - 3 Marks
81% & upto 85 % - 2 Marks
From 75 % to 80% - 1 Mark
Maximum - 5 Marks (s====1E)

Outcome Based Education Assessment Pattern (Internals)

2019 - 20 batch onwards

Internals Setup UG I(25) + E (75) - Type 1

_ Mark Entry Final Mark Generated by
Name of the Examination | |, CAMU Conversion Calculation (CAMU)
CIA Test - | 50 5 Average of CIA
CIA Test—II 50 5 1811 (5) S
Model Examination 15 5 5
Assignment o by AU 5 5
Attendance A vy AN - 5
OBE Component .~ 44J 80N ¥, 5
e e Total Marks 25
" i
Internals Setupa}l B o I?(QO) +E {55) - Type 2 {(Maths/Phy/Chem/Psy)
55\ T M Entry _ Final Mark Generated by
Name of the Examiha N T cAMY” .|, Conversion Calculation (CAMU)
CIA Test -1 SR “ __S.O P4 Average of CIA 4
CIA Test - Il 50 4 [&1i(4)
Model Examination 75 4 4
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Internals Setup

UG (I-50) - Type 3 (EVSY0GA)
Name of the Examination onversion Calculation Final Mark Generated by
(CAMU)

““ Average of ClA
I - T YT

Attendance

Internals Setup . UG ({i-100) - Type 4 Maths for Comp, Exams/
Name of the Mark Entry Conversion Final Mark Generated by
Examination In CAMU Calculation (CAMU)
ClA Test -~ | 50 25 Average of CIA 25
CIA Test - 1| 50 25 1& 1l (25
Mode| Examination 75 | 50 50
Assignment | 5 . 5
Attendance | 10 - 10
Quiz | 10 - 10
| Total Marks 100
Internals Setup tUGIP (40) + EP {60} ~ Type 5 (Practicals)
Mark Entry Final Mark Generated b
Name of the . . Y
Examination in CAMU I Conversion Calculation (CAMU)
IA Test - | | 50 | 10 [ Average of -
IA Test - i ’ 50 ] 10 [ ClIAI& N (10}
Model Examination 75 ] 10 | 0
Record 8 | - 8
Lab Performance /
BE Component o ’ , e e
: Total Marks 4
Internals Setup : UG IP (40) + EP (60) - Types - (ETA Practicals)
MarkEntry | oo | 1 Final Mark Generated
g:a":i::égz [ tn CAMU | Conversion Gélcgfllatlon‘ by (CAMU) 7
ttendance ’ 5 & r e v 5 ]
r\ctivg participation and ! 20 e ) 7 0 7
Learning - '
Record ; 15 . 15 ]
[ " Total Marks | 40 }
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Internals Setup UG IP (20) + EP (30} - Type 7 {Practicals)
Mark Entry Final Mark Generated b
Name of the . . Y
Examination in CAMU | Conversion Calculation (CAMU)
CIA Test - | 50 4 Average of
CIA Test - | 50 4 CIA1& Il (5) 4
Model Examination 75 4 4
Record 4 . 4
Lab Performance/
OBE Component =L . .
Total Marks 20
Internals Setup : UG IP (30) + EP (45) — Type 8 (Psy Practicals)
Mark Entry Final Mark Generated b
g::m:;ttizﬁ inCAMyU | Conversion Calculation (CAMU) /
CIA Test - | 50 5 Average of
CIA Test - | 50 5 CIA1& [l (5)
Model Examination 75 5 5
Record/ 8 A 8
Observation
Lab Performance/
OBE Component . X E
Total Marks 30
Internals Setup : UG IP (80) + EP (120) - Type 9 {Chemistry Practicals)
Mark Entry Final Mark Generated b
Name of the . . y
Examination In CAMU | Conversion Calculation (CAMU)
CIA Test - 50 20 Average of
CIA Test - I 50 20 CIA | & II (20) 20
Model Examination 75 20 20
Record 16 - 16
Lab Performance/
OBE Component (3) 2 5 =
Total Marks 80
internals Setup . {Internship)
e .
Name ofthe |-~ - N ) Final Mark Generated
Examination // |/ -Co}{eijib{'l Calculation by (CAMU)
Attendance felf % Wy L1 7T 10
Active participation and! I3 10 7 /’ - 10
Learning R [ /
A s Total Marks 20
\.Q\a ;)’?:‘ \":EZL‘,—:‘ = _
Internals Setup : UG;{I@\ 40)LType 4 (Project)
Mark ERfry Finai Mark Generated by
Name of the Examination In CAMU Conversion Calculation {CAMU)
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Review | / Active Participation 10 - 10
Review 11/ Leaming Outcome 10 - 10
Review Il / Attendance 10 10
Report / Work Diary 10 - 10
Total Marks 40
Internals Setup (PG (1-25)-Type 12
Name of the Mark Entry . ) Final Mark Generated by
Examination In CAMU | Conversion Calculation (CAMU)
CIA Test - | 50 5 Average of 5
CIA Test - (I 50 5 CIAT & 11 (5)
Mode! Examination 75 9 5
Assignment 10 5 5
Seminar 10 5 5
OBE Component 40 5 5
Total Marks 25 |
Internais Setup 1 PG {I- 506} - Type 13 {Seff Sty Paper/IDC)
_ Mark Entry Conversion Final Mark Generated by
Name of the Examination In CAMU Calculation {CAMU)
CIA Test - | 50 15 15
CIA Test- | 50 15 15
Model Examination 75 20 20
Total Marks 50
Interrals Setup : PG (IR - 40) - Type 14 (Project /Internship)
S Mark Entry . . Final Mark Generated by
Name of the Examination In CAMU Conversion Caiculation (CAMU)
Review | 10 - 10
Review li 15 - 15
Review () 15 - 15
| Total Marks . 40
Internals Setup PG (IR - 80) - Type 15 : D‘ } M/Mmp)
.. | Mark Entry . ot | Final Mark Generated by
Name of the Examination In CAMU Conversion (?alculahon (CAMU)
Review | 20 - 20
Review [l 30 - h o2 30, j
Review Il 30 N I 7

Total.Marks |-




Interrials Setup

: PG IP (40) + EP (60) - Type 16

(Practicais)

Mark Entry Final Mark Generated b

Name of the . . ¥

Examination In CAMU Conversion Calculation {CAMU)
CIA Test - | 50 10 Average of 10
CIA Test -l 50 10 | CIA1&11(10)
Model Examination 75 10 10
Record 8 - 8
Lab Performance /
OBE Component 40 e 12

Total Marks 40
Internals Setup: PG IP (40) + EP (60 - Type 17 {Concurrent Field Work Practical Viva-Voce)
_ Mark Entry Conversion Final Mark Generated by

Name of the Examination InCAMU | calculation (CAMU)
Attendance 10 - 10
Field Work Diary and Report 10 - 10
Group project / Rural Camp/Community
Outreach Programme 05 ) 05
No. of Visits (attended) 10 N 10
IC attendance 05 05

Total Marks 40

5. External Examinations:

The external examinations for theory courses will be conducted for 75 % marks, for all UG and PG degree
programs. The external theory examinations will be conducted only after the completion of 90 working days

in each semester.

Normally, the external practical examinations will be conducted before the commencement of theory
examinations. Under exceg;aonai GOBﬁItIOﬂS these examinations may be conducted after theory
examinations are over, Tl e, exle ralf vald Hpn "will be for 60 % marks of each practical course.

The External Asseés/ment m

assessment is for 6.0 % marks of each practical t;o:urs%s

Programmbs (2;'24)

) 48

(Algorithm’ ‘12 marks Key and executlom2 marks)

Record %, *

The External Assessment marks for Non Major Elective Practical Examinations are based on the

following criteria.

0

12

60

P rax(ic’gl \E‘xammatlons are based on the following criteria. The
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The assessment is for 50 marks.

Programmes (2*21) 42

(Algorithm 7 marks, Key and execution 14 marks)

Record 8
Total 50

The external viva voce examinations Research / project works also will be conducted after completion of
theory examinations. The external assessment is for 60 % marks of the project / research work /

Dissertation.
The External Assessment mark for project evaluation is based on the following criteria.
a) Assessment (80%) 48
b) Viva (20%) 12
Total 60
a. Methodology 10
b. Application Skill / Tools & Techniques / Analysis 10
¢. Logical Presentation & result / Futyre enhancement / Suggestion 10
d.  Regularity with Punctuality 10
Total 40
End Semester Examination Question Paper Pattern
Syllabus . All Five Units
Working Days : On completion of a minimum of 90 working days.
Duration - Three Hours
Max. Marks 75

Question Paper Pattern

For the End Semester External Theory Examinations {including Part IV - Non Major Elective & Inter

Disciplinary Courses), the Question paper pattern shall be the same for all UG programmes.
Section-A (10X 1=10 Marks}

Answer the following questions AT

Multiple Choice questions R gcl / 0

1 Unit |
2 Unit |

3 Unit I 8
4 Unit ii ﬁ “

L



w ® ~ ® ¢n

11.

12,

13.

14,

16.

17.

18.

19.

20.

Unit hl
Unit 1
Unit IV
Unit IV
Unit v
Unit vV

Answer either (a) or (b) in each unit of the following questions

Unit - |
Unit -1
Unit Il
Unit i
Unit Il
Unit Il
Unit IV
Unit v
Unit vV
Unit vV

Unit - |
Unit - |
Unit Il

Unitlh -
Unit It -
Unitmi

Unit IV
Unit 1V
Unit vV
Unit V

Section-B (5 X 5= 25 Marks)

Answers should not exceed 250 words

Or

Or

Or

Or

Section - C (5 X 8 = 40 Marks)
Answer either (a) or {b) from all questions

Answers should not exceed 500 words

T AT
ezt O_ﬂ
vV oRoe Ay

g

Part IV-Non Major Elective/inter Disciplinary Courses
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IDC - General Intelligence and Reasoning

Section A
Attempt all questions (Minimum 12 questions from each unit)
75 questions — each carrying one mark 75X01=75
Multiple Choice
(Reduce these marks to a maximum of 55 I.e., (Marks obtained / 75) X 55)
NME - Numerical Ability-I, Numerical Ability-ll
Section A
Attempt all questions (Minimum 12 questions from each unit)
75 questions - each carrying one mark 75X01=75
Multiple Choice
(Reduce these marks to a maximum of 50 Le., (Marks obtained / 75) X 50)

6. Essential conditions for the Award of Degree / Diploma / Certificates:

1. Pass in all components of the degree, i.e., Part-l, Part-Il, Part-lil, Part - IV and Part-V individually is
essential for the award of degree.

2. First class with Distinction and above will be awarded for part IIt only. Ranking will be based on marks
obtained in Part — lil only.

3. GPA (Grade Point Average) will be calculated every semester separately. If a candidate has arrears in
a course, then GPA for that particular course will not be calculated. The CGPA will be calculated for
those candidates who have no arrears at all. The ranking also will be done for those candidates without
arrears only.

4. The improvement marks will not be taken for calculating the rank. In the case of courses which lead to
extra credits also, they will neither be considered essential for passing the degree nor will be included
for computing ranking, GPA, CGPA ec.

The grading will be awarded for the total marks of each course
6. Fees shall be paid for all arrears courses compulsorily: ' __ ‘ 2
7. There is provision for re-totaling and revaluation- for UG % _ ﬁag:fa'ngme.s_\lon payment of prescribed

fees.
7. Grade system for extra credit courses

S.No Marks - @ ' B0 Uisp . Grade
1 0-100 " s laafk 0outstanding
2 75 - 89 | "~ D-pistinction
3 70-74 K- Very Good
4 60 - 69 | B-Good - ;
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5 50 - 59 C - Average
6 Less than 50 R - Reappear

8. Classification of Successful Candidates [Course-wise]

RAN(EEP‘:;:E::‘)RKS GRADE POINTS GRADE DESCRIPTION
90- 100 9.0- 100 0 OUTSTANDING
8089 80-89 D+ EXCELLENT
7579 75-79 D DISTINCTION
70-74 70-74 A+ VERY GOOD
60— 69 6.0-6.9 A 00D
5059 50-59 B AVERAGE
20-49# 40-49 c SATISFACTORY
0039 0.0 U RE-APPEAR
ABSENT 0.0 U ABSENT

Reappearance is necessary for those who score below 50% Marks in PG -
those who score below 40% Marks in UG*:
# only applicable for UG programs

Individual Courses

Ci = Credits earned for course “i” in any semester

Gi = Grade Point obtained for course “I” in any semester

'n" refers to the semester in which such courses were credited.
GRADE POINT AVERAGE [GPA] = ICiGi

zCi

Sum of the multiplication of grade points by the credits of the courses
GPA =

Sum of the credits of the courses in a semester
Classification of Successful Candidates {Overall):

CGPA 277 ["SGRADE  [CLASSIFICATION OF FINAL RESULT
9510100 7.5 W TFFEn By .
7 v s First Class - £ lary *
9.0 and above but below 35~ ANV <G N R
8.5 and above but pelow 9.0 ' Dy %
8.0and above butbelow85 1ir |5p,, DY First Class with Distinction *
7.5 and above butbelow 8.0 T op-}

7.0 and above but helow'.5 G,
6.5 and above but below'7,0™
6.0 and above but below 8:5_ i *:f-
5.5 and above but below 6.0
9.0 and above but below 5.5 B

First Class

Second Class




4.5 and above but below 5.0 C+#
4.0 and above but below 4.5 C#

Third Class

0.0 and above but below 4.0 U Re-appear

""" The candidates who have passed in the first appearance and within the prescribed semester of
the Programme (Major, Allied, Inter Departmental and Elective Course alone) are eligible,
“#" Only applicable to U.G. Programme
In i Cn; Gny;
CUMULATIVE GRADE POINT AVERAGE [CGPA] =  ~-e-rmemeeeee
InX Cn;
Sum of the multiplication of grade points by the credits of entire program
CGPA =

Sum of the Courses of entire Program

In order to get through the examination, each student has to earn the minimum marks prescribed in
the internal (wherever appiicable) and exteral examinations in each of the theory course, practical
course and project viva.

Normally, the ratio between internal and external marks is 25:75. There is no passing minimum for
internal component. The following are the minimum percentage and marks for passing of each

course, at UG and PG levels for external and aggregate is as foflows:

; Passing Minimum in Percent :
8.No Program Externat (75) Aggregate (100}

1 UG Degree 40% (30) 40% (40)

2 PG Degree 50% (38} 50% (50)

However, the passing minimum marks may vary depending up on the maximum marks of each

course. The passing minimum at different levels of marks is given in the foilowing table:

| UG & PG Maximum Marks-| - Passing miniQO forUG | Passing minimum for PG.
i T B R R e R o9 mt | Ext o

1 25 75 | 100 - 30 40 : 38 50

2 50 | 150 | 200 : 60 80 : 75 100

3 40 60 | 100 - 24 40 . 30 50

4 80 | 120 | 200 . 48 80 - |60 | 100

5 80 20 | 100 . 8 40 - | 50

6 | 160 | 40 | 200 - 16 80 | - 1IN 100 |
7 15 60 75 - 24 30 - 30 38 5|3
8 50 - 50 20 - 20 25 : 40 2557
9 . 50 50 - 20 20 TR
10 : : 100 : . - Eas 91?‘%4‘” 50

11 20 30 50 : : . w0 s -7 25 7
12 - - 200 - - - - 100 100

13 | 10 40 50 . - . - 20 25
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Reappearance

The students having arrears shall appear in the subseguent semester (external) examinations

compuisorily. The candidates may be allowed to write the examination in the same syllabus for 3 years

only. Thereafter, the candidates shall be permitted to write the examination in the revised / current
syllabus depending on various administrative factors. There is no re-examination for internals.

Criteria for Ranking of Students:

1. Marks secured in core, elective and Inter Disciplinary Course (Part Ill) courses will be considered
for PG Programs and marks secured in Core, Elective, Inter Departmental and Allied Courses
{Part-1l1) will be considered for UG programs, for ranking of students.

2. Candidate must have passed all courses prescribed chosen / opted in the first attempt itself,

3. Improvement marks will not be considered for ranking but will be considered for classification.

External Examination Grievances Committee:

Those students who have grievances in connection with examinations may represent their grievances,

in wntlng to the chalrman of,ﬂefxammatlontgrfevance committee in the prescribed Performa. The




e,

Lo

SREE SARASWATHI THYAGARAJA COLLEGE (AUTONOMOUS]

!: THIPPAMPATTI, POLLACHI . 642 107
T Student Grievance Form
(Forms Available at Utility Stores)
Date:
Place:
From
ReGISter No = woveeoeeoo .
Name R VPR ,
Class e .
Sree Saraswathi Thyagaraja College,
Poliachi - 642 107
To
The Principal / Examination-in-charge,
Sree Saraswathi Thyagaraja College,
Pollachi - 642 107
Through: 1. Head of the Department,
Department of ... .~ ,
Sree Saraswathi Thyagaraja College,
Pollachi - 642 107
2. Dean of the Department
Faculty of ... ,
Sree Saraswathi Thyagaraja College,
Pollachi - 642 107
Respected Sir / Madam,
BB et - reg
NATURE:OF GRIEVANCE
Thanking you,
Yours Truly,
Signature
Forwarded by: /a BB,
1. HOD with comments / feco;&i"h\m‘hﬂ@vi M 3
S

i 771

A .
2. Dean with comments / recohmléndatioh

N {
-‘on---‘oco--olo---.oll-l.o.o--poli---loc-

............................................................



co Blooms
Numb Course Outcome (CO) Statement Taxonomy

umber Knowledge Level
Co1 Define basic terms and concepts of matrices. K1

CO2 Comprehend the use of various matrix operations K2

CcO3 Understand the concept of Vector spaces and Basis K2

CO4 Determine Eigen values and Eigen Vectors K3

Mapping with programme Qutcomes and programme Specific Qutcomes:

COs/POs | PO1 | PO2 | PO3 | PO4 | POS PSO1 | PSO2 | PSO3 | PSO4 | PSOS
CO1 L L M M M M L M M M
CO2 L L M M M M 5 M M M
CcO3 L M M M M M M S M M
CO4 L M S M S S M S M S

S - Strong; L — Low,; M — Medium

1]
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SEMESTER 1

Course Code Course Name Category Lecture (L) Tutorial (T) Practical Credit
{P)
Professional
21GENIZ10 English [ for Language 55 5 _ 2
Physical Sciences

Preamble: The course aims to Develop students’ competence in the use of English with particular reference to the
workplace situation

Prerequisite: Basic knowledge in English

Syllabus:
Unit Course contents Instr. Hrs
COMMUNICATION
Listening: Listening to audio text and answering questions- Listening to

I Instructions.Speaking: Pair work and small group work. 12
Reading: Comprehension passages —Differentiate between facts and opinion. Writing:
Developing a story with pictures. Vocabulary: Register specific - Incorporated into the
LSRW tasks
DESCRIPTION
Listening: Listening to process description.-Drawing a flow chart,

I Speaking: Rolc play (formal context).Reading: Skimming/Scanning Reading passages on 2
products, equipment and gadgets. Writing: Process Description ~Compare and Contrast
Paragraph-Sentence Definition and Extended definition- Free Writing, Vecabulary:

Register specific -Incorporated into the LSRW tasks.
NEGOTIATION STRATEGIES
Listening: Listening to interviews of specialists / Inventors in fields (Subject

1 specific).Speaking: Brainstorming. (Mind mapping). Small group discussions (Subject- 12
Specific).Reading: Longer Reading text.

Writing: Essay Writing (250 words).Vocabulary: Register specific - Incorporated into the
LSRW tasks
PRESENTATION SKILLS

v Listening: Listening to lcctures. Speaking: Short talks, Reading: Reading 12
Comprehension passages. Writing:  Writing  Recommendations Interpreting  Visuals
inputs.Vocabulary: Register specific - Incorporated into the LSRW tasks
CRITICAL THINKING SKILLS
Listening: Listening comprehension- Listening for information.

v Speaking: Making presentations (with PPT- practice).Reading: Comprehension passages 12
—Note making. Comprehension: Motivational article on Professional Competence,
Professional Ethics and Life Skills, Writing: Problem and"Solution cssay- Creative writing
—~Summary writing Vocabulary: Register specific - thcorporatediinto the LSRW tasks

: 60

il <N R

viok
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